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1 Some Basic Notions of Convex Analysis

An introductory example. We consider the initial value problem

\[ u' + \text{sign}(u) = 0, \quad u(0) = u_0. \]  

(1.1)

Here, \( \text{sign}(x) = 1 \) if \( x > 0 \) and \( \text{sign}(x) = -1 \) if \( x < 0 \). For the moment we do not fix the value of \( \text{sign}(0) \).

We look for solutions \( u : \mathbb{R}_+ \to \mathbb{R} \). The only candidate which makes sense is

\[ u(t) = \begin{cases} \max\{u_0 - t, 0\}, & \text{if } u_0 \geq 0, \\ \min\{u_0 + t, 0\}, & \text{if } u_0 \leq 0. \end{cases} \]

(1.2)

Indeed, in the region \( \{(t,v) : t \in \mathbb{R}, v \neq 0\} \subset \mathbb{R}^2 \) every solution of \( u' + \text{sign}(u) = 0 \) satisfies \( (d/dt)|u| = -1 \). Since \( u(|u_0|) = 0 \), for \( t > |u_0| \) we cannot have \( u(t) \neq 0 \).

The function \((1.2)\) is Lipschitz continuous, but not differentiable at \( t = u_0 \). Moreover, it depends continuously on \( u_0 \). We obtain it as a solution of (1.1), almost everywhere in \( \mathbb{R}_+ \), if and only if we set \( \text{sign}(0) = 0 \).

We can avoid having to find the correct value of \( \text{sign}(0) \) if we consider \( \text{sign} \) as a set-valued function,

\[ \text{sign}(x) = \begin{cases} 1, & x > 0, \\ -1, & x < 0, \\ [-1, 1], & x = 0, \end{cases} \]

(1.3)

and write the differential equation as a differential inclusion

\[ u' + \text{sign}(u) \ni 0, \quad u(0) = u_0. \]

(1.4)

The solution \((1.2)\) satisfies \( u'(t) + \text{sign}(u(t)) \ni 0 \) almost everywhere in \( \mathbb{R}_+ \).

We will see in a moment that \( \text{sign}(x) = \partial \varphi(x) \) for \( \varphi(x) = |x| \).

The definition \((1.2)\) of the sign function has the property that every function \( \alpha : \mathbb{R} \to \mathbb{R} \) with \( \alpha(x) \in \text{sign}(x) \) for all \( x \in \mathbb{R} \) is nondecreasing.

The situation is different for the initial value problem

\[ u' - \text{sign}(u) = 0, \quad u(0) = u_0. \]

(1.5)

Here we have

\[ u(t; u_0) = \begin{cases} u_0 + t, & \text{if } u_0 > 0, \\ u_0 - t, & \text{if } u_0 < 0. \end{cases} \]

(1.6)

Since

\[ \lim_{\varepsilon \downarrow 0} u(t; \varepsilon) = t, \quad \lim_{\varepsilon \downarrow 0} u(t; \varepsilon) = -t, \]

(1.7)

it is not possible to define a solution \( u(\cdot, 0) : \mathbb{R}_+ \to \mathbb{R} \) such that both uniqueness and continuous dependence on the initial value hold.

Some basic notions of convex analysis. In the following, all vector spaces are vector spaces over the real numbers.
Definition 1.1 (Epigraph)
Let $V$ be a vector space, $\varphi : V \to (-\infty, \infty]$. The subset
\[ \text{epi} \, \varphi = \{(v, \mu) : v \in V, \mu \in \mathbb{R}, \mu \geq \varphi(v)\} \tag{1.8} \]
of $V \times \mathbb{R}$ is called the \textbf{epigraph} of $\varphi$.
\[ D(\varphi) = \{v : v \in V, \varphi(v) < +\infty\} \tag{1.9} \]
is called the \textbf{effective domain} or simply \textbf{domain} of $\varphi$.

Denoting by $p_V : V \times \mathbb{R} \to V$ the projection to the first component, we get
\[ D(\varphi) = p_V(\text{epi} \, \varphi) \tag{1.10} \]
We have $\text{epi} \, \varphi = \emptyset$ if and only if $\varphi(v) = +\infty$ for all $v \in V$. If this is not the case, $\varphi$ is called \textbf{proper}.

Definition 1.2 (Convex function)
Let $V$ be a vector space. A function $\varphi : V \to (-\infty, \infty]$ is called \textbf{convex}, if $\text{epi} \, \varphi$ is convex.

Proposition 1.3 Let $V$ be a vector space. A function $\varphi : V \to (-\infty, \infty]$ is convex if and only if
\[ \varphi(\lambda v + (1-\lambda)w) \leq \lambda \varphi(v) + (1-\lambda)\varphi(w) \tag{1.11} \]
for all $v, w \in V$ and all $\lambda \in [0,1]$.

\textbf{Proof:} Direct from the definitions. \qed

Definition 1.4 Let $V$ be a vector space, $K \subset V$ convex. A function $\varphi : K \to (-\infty, \infty]$ is called convex, if the function $\tilde{\varphi} : V \to (-\infty, \infty]$
\[ \tilde{\varphi}(v) = \begin{cases} \varphi(v), & v \in K, \\ +\infty, & v \notin K, \end{cases} \tag{1.12} \]
is convex.

Let $K \subset V$. The function $I_K : V \to [0, \infty)$,
\[ I_K(v) = \begin{cases} 0, & v \in K, \\ +\infty, & v \notin K, \end{cases} \tag{1.13} \]
is called the \textbf{indicator function} of $K$. This function is convex if and only if $K$ is convex, since $\text{epi} \, I_K = K \times \mathbb{R}_+$.

Lemma 1.5 Let $V$ be a vector space, $\varphi : V \to (-\infty, \infty]$ convex. Then the \textbf{sublevel sets} \{\text{$v : v \in V, \varphi(v) \leq \alpha$}\} and \{\text{$v : v \in V, \varphi(v) < \alpha$}\} are convex for all $\alpha \in (-\infty, \infty]$.

\textbf{Proof:} Direct from the definitions. \qed
Definition 1.6 (Lower semicontinuity)
Let $V$ be a Banach space. A function $\varphi : V \to (-\infty, \infty]$ is called (weakly) lower semicontinuous if the sublevel sets
\[ M_\alpha = \{ v : v \in V, \varphi(v) \leq \alpha \} \tag{1.14} \]
are (weakly) closed for all $\alpha \in \mathbb{R}$.

Proposition 1.7 Let $V$ be a Banach space. A function $\varphi : V \to (-\infty, \infty]$ is (weakly) lower semicontinuous if and only if $\text{epi} \varphi$ is (weakly) closed in $V \times \mathbb{R}$.

Proof: \( \Rightarrow \): Let $\alpha \in \mathbb{R}$. Then $F_\alpha = \{ (v, \alpha) : v \in V, \varphi(v) \leq \alpha \} = \text{epi} \varphi \cap (V \times \{ \alpha \}) \tag{1.15}$ is (weakly) closed in $V \times \mathbb{R}$, therefore, too, the sublevel set $M_\alpha$ is weakly closed, here $j_\alpha : V \to V \times \mathbb{R}$ denotes the embedding $j_\alpha(v) = (v, \alpha)$.

\( \Rightarrow \)$: We show that the complement of $\text{epi} \varphi$ is open. Let $(v, \alpha) \not\in \text{epi} f$, so $\varphi(v) > \alpha$. Choose an $\varepsilon > 0$ such that $\varphi(v) > \alpha + \varepsilon$. By assumption, the set $U = \{ v : \varphi(v) > \alpha + \varepsilon \}$ is open in $V$, and $W = U \times (\alpha - \varepsilon, \alpha + \varepsilon)$ is an open neighborhood of $(v, \alpha)$ with $W \cap \text{epi} \varphi = \emptyset$, since $\varphi(w) > \alpha + \varepsilon > \beta$ for all $(w, \beta) \in W$.

Corollary 1.8 Let $V$ be a Banach space. A subset $K \subset V$ is closed if and only if $I_K$ is lower semicontinuous.

Proof: \( \Rightarrow \): $\text{epi} I_K = K \times [0, \infty)$. \hfill \Box

\( \Leftarrow \): $K = \{ v : I_K(v) \leq 0 \}$.

Corollary 1.9 Let $V$ be a Banach space, $\varphi : V \to (-\infty, \infty]$ convex. Then $\varphi$ is lower semicontinuous if and only if it is weakly lower semicontinuous.

Proof: In Banach space, a convex set is closed if and only if it is weakly closed. \hfill \Box

Lemma 1.10 Let $V$ be a Banach space, let $\varphi : V \to (-\infty, \infty]$ be convex and lower semicontinuous. Then
\[ \varphi(v) \leq \liminf_{n \to \infty} \varphi(v_n) \tag{1.16} \]
for all sequences $v_n \to v$.

Proof: Assume that $v_n \to v$, but $\varphi(v) > \lim inf \varphi(v_n)$. Then there exists a subsequence $\{v_{n_k}\}$ and an $\varepsilon > 0$ such that $\varphi(v_{n_k}) \leq \varphi(v) - \varepsilon =: \alpha$. As $\varphi$ is lower semicontinuous, the sublevel set $M_\alpha$ is weakly closed, so $\varphi(v) \leq \alpha$, a contradiction. \hfill \Box

Proposition 1.11 Let $V$ be a reflexive Banach space, let $\varphi : V \to (-\infty, \infty]$ be convex, lower semicontinuous and proper. Moreover, we assume that
\[ \lim_{\|v\| \to \infty} \varphi(v) = \infty. \tag{1.17} \]
Then there exists a $u \in V$ such that
\[ \varphi(u) = \min_{v \in V} \varphi(v). \tag{1.18} \]
Proof: Let \( \{u_n\} \) be a minimal sequence for \( \varphi \) in \( V \), that is, \( \varphi(u_n) \downarrow \inf_{v \in V} \varphi(v) \). Due to (1.17), all sublevel set of \( \varphi \) and, hence, the sequence \( \{u_n\} \) are bounded in \( V \). Since \( V \) is reflexive, there exists a subsequence \( \{u_{n_k}\} \) with \( u_{n_k} \to u \) for some \( u \in V \). From Lemma 1.10 it follows that

\[
\varphi(u) \leq \liminf_{k \to \infty} \varphi(u_{n_k}) = \inf_{v \in V} \varphi(v).
\]

Lemma 1.12 Let \( V \) be a Banach space, let \( \varphi_i : V \to (-\infty, \infty] \) be convex and lower semicontinuous for all \( i \in I \). Then \( \sup_{i \in I} \varphi_i \) is convex and lower semicontinuous.

Proof:

\[
\text{epi} \left( \sup_{i \in I} \varphi_i \right) = \bigcap_{i \in I} \text{epi} \varphi_i.
\]

Proposition 1.13 Let \( V \) be a Banach space, \( \varphi : V \to (-\infty, \infty] \) convex, lower semicontinuous and proper. Then

\[
\varphi = \sup \{g : V \to \mathbb{R} \text{ affine and continuous, } g \leq \varphi\}.
\] (1.19)

Proof: “\( \geq \)”: Obvious.

“\( \leq \)”: It suffices to show: If \((v, a) \in V \times \mathbb{R} \) with \( a < \varphi(v) \), then there exists an affine continuous function \( g : V \to \mathbb{R} \) such that \( a \leq g(v) \) and \( g \leq \varphi \). This is proved as a consequence of the separation theorem, applied in the space \( V \times \mathbb{R} \) to such a point \((\varphi(v), a)\) and the closed convex set \( \text{epi} \varphi \).

Definition 1.14 (Subdifferential)

Let \( V \) be a Banach space, \( \varphi : V \to (-\infty, \infty] \). A functional \( u^* \in V^* \) is called a subgradient of \( \varphi \) in \( u \in V \), if \( \varphi(u) < \infty \) and

\[
\varphi(v) \geq \varphi(u) + \langle u^*, v - u \rangle, \quad \text{for all } v \in H.
\] (1.20)

The set

\[
\partial \varphi(u) = \{u^* : u^* \in V^*, w \text{ is a subgradient for } \varphi \text{ in } u\}
\] (1.21)

is called the subdifferential of \( \varphi \) in \( u \).

We set \( \varphi(u) = \emptyset \) if \( \varphi(u) = \infty \).

If \( V = H \) is a Hilbert space, according to the Riesz isomorphism between \( H \) and \( H^* \) we also call \( w \in H \) a subgradient of \( \varphi \) in \( u \in H \), if \( \varphi(u) < \infty \) and

\[
\varphi(v) \geq \varphi(u) + \langle w, v - u \rangle, \quad \text{for all } v \in H.
\] (1.22)

The subdifferential is then given by

\[
\partial \varphi(u) = \{w : w \in H, w \text{ is a subgradient for } \varphi \text{ in } u\}.
\] (1.23)
Example 1.15

(i) For \( \varphi : \mathbb{R} \to \mathbb{R} \), \( \varphi(v) = |v| \), we have \( \partial \varphi(u) = \{1\} \) if \( u > 0 \), \( \partial \varphi(u) = \{-1\} \) if \( u < 0 \), and \( \partial \varphi(0) = [-1,1] \). Thus, the subdifferential of the absolute value function equals the set-valued sign function.

(ii) For \( \varphi : \mathbb{R} \to \mathbb{R} \),

\[
\varphi(v) = \begin{cases} 
1, & v > 0, \\
0, & v \leq 0,
\end{cases}
\]

we have \( \partial \varphi(0) = \{0\} \). But if we set

\[
\varphi(v) = \begin{cases} 
1, & v \geq 0, \\
0, & v < 0,
\end{cases}
\]

we have \( \partial \varphi(0) = \emptyset \).

Definition 1.16 (Normal cone)

Let \( V \) be a Banach space, \( K \subset V \) convex, \( u \in K \). An \( u^* \in V^* \) is called a support functional for \( K \) in \( u \) if

\[
\langle u^*, u - v \rangle \geq 0, \quad \text{for all } v \in K.
\] (1.24)

The set

\[
N_K(u) = \{u^*: u^* \in V^*, \text{ } u^* \text{ is a support functional for } K \text{ in } u\}
\] (1.25)

is called the normal cone at \( K \) in \( u \). For \( u \notin K \) we set \( N_K(u) = \emptyset \).

Again, if \( V = H \) is a Hilbert space, one may replace the support functionals \( u^* \in H^* \) by elements \( w \in H \) with \( \langle w, u - v \rangle \geq 0 \) for all \( v \in K \). Then \( N_K(u) \) becomes a subset of \( H \) instead of \( H^* \).

Lemma 1.17 Let \( V \) be a Banach space, \( K \subset V \) convex. Then

\[
\partial I_K(u) = N_K(u), \quad \text{if } u \in K,
\] (1.26)

and \( \partial I_K(u) = \emptyset \) otherwise.

Proof: Direct from the definitions.

Proposition 1.18 Let \( V \) be a Banach space, \( \varphi : V \to (-\infty, \infty] \), let \( u \in V \) with \( \varphi(u) < \infty \). Then

\[
\varphi(u) = \min_{v \in V} \varphi(v) \iff 0 \in \partial \varphi(u).
\] (1.27)

Proof: Direct from the definition.
Lemma 1.19 Let \( \varphi : \mathbb{R} \to (-\infty, \infty] \) convex, \( u \in D(\varphi) \). Then

\[
d(t) = \frac{\varphi(u + t) - \varphi(u)}{t} \tag{1.28}
\]
defines a nondecreasing function \( d : \mathbb{R} \setminus \{0\} \to (-\infty, \infty] \). Moreover, \( d(-t) \leq d(t) \) for all \( t > 0 \).

Proof: We first consider \( d \) on \((0, \infty)\). For \( 0 < s < t \) we have

\[
u + s = \frac{t-s}{t} u + \frac{s}{t} (u + t),
\]
therefore

\[
\varphi(u + s) \leq \frac{t-s}{t} \varphi(u) + \frac{s}{t} \varphi(u + t).
\]

We subtract \( \varphi(u) \) and divide by \( s \) to obtain

\[
d(s) = \frac{\varphi(u + s) - \varphi(u)}{s} \leq \frac{\varphi(u + t) - \varphi(u)}{t} = d(t).
\]

Now we consider \( d \) on \((-\infty, 0)\). For this purpose, we define \( \tilde{\varphi} : V \to (-\infty, \infty] \) by \( \tilde{\varphi}(r) = \varphi(2u - r) \) Then \( \tilde{\varphi} \) is convex, and the corresponding difference quotient becomes

\[
\tilde{d}(t) = \frac{\tilde{\varphi}(u + t) - \tilde{\varphi}(u)}{t} = \frac{\varphi(u - t) - \varphi(u)}{t} = -d(-t).
\]

By what we have proved above, \( \tilde{d} \) is nondecreasing on \((0, \infty)\). Therefore, \( d \) is nondecreasing on \((-\infty, 0)\).

Finally, we show that \( d(-t) = d(t) \) for all \( t > 0 \). Indeed,

\[
\varphi(u) \leq \frac{1}{2} \varphi(u - t) + \frac{1}{2} \varphi(u + t).
\]

Thus \( \varphi(u) - \varphi(u - t) \leq \varphi(u + t) - \varphi(u) \) and therefore

\[
d(-t) = \frac{\varphi(u - t) - \varphi(u)}{-t} \leq \frac{\varphi(u + t) - \varphi(u)}{t} = d(t).
\]

\[\square\]

Proposition 1.20 Let \( H \) be a Hilbert space, let \( \varphi : H \to (-\infty, \infty] \) be convex, lower semicontinuous and proper, \( f \in H \). Then the function \( J : H \to (-\infty, \infty] \),

\[
J(v) = \frac{c}{2} \|v - f\|^2 + \varphi(v), \tag{1.29}
\]

has a unique minimum \( u \in H \), and

\[
c(f - u) \in \partial \varphi(u). \tag{1.30}
\]
Proof: As $\varphi$ is convex, lower semicontinuous and proper, the same is true for $J$. By Proposition 1.13, $J$ has an affine minorant, that is, there exists $w \in H$ and $\alpha \in \mathbb{R}$ such that

$$\varphi(v) \geq \langle w, v \rangle - \alpha, \quad \text{for all } v \in H. \quad (1.31)$$

It follows that

$$J(v) \geq \|v\| \left(\frac{c}{2} \|v\| - c\|f\| - \|w\|\right) - \alpha, \quad \text{for all } v \in H.$$  

Thus, $J(v) \to \infty$ for $\|v\| \to \infty$. Now Proposition 1.11 implies that $J$ has a minimum $u \in H$; this minimum is unique since $J$ is strictly convex.

The optimality condition (1.30) can be obtained from the sum rule for subdifferentials. Alternatively, an elementary proof is the following. Let $v \in H$ be arbitrary. We set

$$v_t = u + t(v - u), \quad t \in [0, 1].$$

For all $t \in [0, 1]$ we have

$$0 \leq J(v_t) - J(u) = \frac{c}{2}(u - f) + t(v - u)^2 - \frac{c}{2}u - f)^2 + \varphi(v_t) - \varphi(u)$$

$$= ct \langle u - f, v - u \rangle + \frac{ct^2}{2} \|v - u\|^2 + \varphi(v_t) - \varphi(u).$$

Dividing by $t$ yields

$$0 \leq c \langle u - f, v - u \rangle + \frac{ct}{2} \|v - u\|^2 + \frac{\varphi(v_t) - \varphi(u)}{t}$$

$$\leq c \langle u - f, v - u \rangle + \frac{ct}{2} \|v - u\|^2 + \varphi(v) - \varphi(u),$$

the latter since the difference quotient is monotone according to Lemma 1.19. Passing to the limit $t \downarrow 0$ yields

$$0 \leq c \langle u - f, v - u \rangle + \varphi(v) - \varphi(u).$$

As $v \in H$ was arbitrary, $c(f - u) \in \partial \varphi(u)$ follows. \qed
2 Monotone Operators

Let $V, W$ be sets, $R \subseteq V \times W$ a relation. We may interpret a relation as a \textit{set-valued mapping} in the following way. Given a relation $R$, we define

$$A : V \to \mathcal{P}(W),$$

by

$$Av = \{ w : w \in W, (v, w) \in R \}.$$  \hfill (2.1)

Instead of (2.1), we write

$$A : V \rightrightarrows W.$$  \hfill (2.2)

Conversely, any set-valued mapping $A : V \rightrightarrows W$ defines a relation $R$ if we set

$$(v, w) \in R \iff w \in Av.$$  \hfill (2.3)

The \textit{domain} and the \textit{range} of $A$ are defined by

$$D(A) = \{ v : v \in V, Av \neq \emptyset \},$$

$$\text{im}(A) = \bigcup_{v \in V} Av.$$  \hfill (2.4)

Let $A, B : V \rightrightarrows W$ be set-valued mappings which arise from relations $R$ and $S$, respectively. $B$ is called an \textit{extension} of $A$ if $R \subseteq S$; if moreover $R \neq S$, the extension is called \textit{proper}.

The \textit{inverse} $A^{-1} : W \rightrightarrows V$ of $A : V \rightrightarrows W$ is defined as

$$A^{-1}w = \{ v : v \in V, w \in Av \}.$$  \hfill (2.5)

We have $D(A^{-1}) = \text{im}(A)$ since

$$w \in Av \iff v \in A^{-1}w$$

holds for all $v \in V, w \in W$.

Let $W$ be a vector space, let $A, B : V \rightrightarrows W$ and $\lambda \in \mathbb{R}$. We define

$$\lambda A = \{ (v, \lambda w) : v \in V, w \in Av \},$$

$$A + B = \{ (v, w + z) : v \in V, w \in Av, z \in Bv \},$$

$$\text{cl} (\text{conv} A) = \{ (v, w) : v \in V, w \in \text{cl} (\text{conv} Av) \}.$$  \hfill (2.6)

For the sum we have $D(A + B) = D(A) \cap D(B)$, as $M + \emptyset = \emptyset$ for every subset $M$ of $H$.

\textbf{Definition 2.1 (Monotone operator)}

(i) Let $V$ be a Banach space. An operator $A : V \rightrightarrows V^*$ is called \textit{monotone} if

$$\langle v^*_2 - v^*_1, v_2 - v_1 \rangle \geq 0, \quad \text{for all } v_1, v_2 \in H, v^*_1 \in Av_1, v^*_2 \in Av_2.$$  \hfill (2.7)

(ii) Let $H$ be a Hilbert space. An operator $A : H \rightrightarrows H$ is called \textit{monotone} if

$$\langle w_2 - w_1, v_2 - v_1 \rangle \geq 0, \quad \text{for all } v_1, v_2 \in H, w_1 \in Av_1, w_2 \in Av_2.$$  \hfill (2.8)

In both cases, $A$ is called \textbf{maximal monotone} if $A$ does not have a proper extension which is monotone.
Let $f : \mathbb{R} \to \mathbb{R}$ be monotone nondecreasing. Then
\[
\tilde{f}(r) = [f(r^-), f(r^+)], \quad f(r^-) := \sup_{t < r} f(t), \quad f(r^+) := \inf_{t > r} f(t),
\] (2.8)
defines a maximal monotone operator $\tilde{f} : \mathbb{R} \rightrightarrows \mathbb{R}$.

Using Zorn’s lemma one can show that every monotone operator has a maximal monotone extension.

**Lemma 2.2** Let $V$ be a Banach space, let $A, B : V \rightrightarrows V^*$ monotone, $\lambda \geq 0$.

(i) $A^{-1}, \lambda A, A + B$ and $\text{cl}(\text{conv} A)$ are monotone.

(ii) If $A$ is maximal monotone, then $Av$ is closed and convex for all $v \in H$.
The same is true if $H$ is a Hilbert space and $A, B : H \rightrightarrows H$ are monotone.

**Proof:** (i) follows directly from the definitions. (ii) holds since $\text{cl}(\text{conv} A)$ is a monotone extension of $A$ by (i), so $A = \text{cl}(\text{conv} A)$ if $A$ is maximal monotone. \(\square\)

**Definition 2.3** (Accretive operator)

Let $V$ be a Banach space, $A : V \rightrightarrows V$.

(i) $A$ is called **accretive** if
\[
\|v_2 - v_1\| \leq \|(v_2 + \lambda w_2) - (v_1 + \lambda w_1)\|
\] (2.9)
holds for all $v_1, v_2 \in V$, $w_1 \in Av_1$, $w_2 \in Av_2$ and all $\lambda > 0$.

(ii) $A$ is called **maximal accretive** if it is accretive and has no proper extension which is accretive.

(iii) $A$ is called **m-accretive** if it is accretive and $\text{im}(I + A) = V$.

**Proposition 2.4** Let $H$ be a Hilbert space, $A : H \rightrightarrows H$.

(i) Let $v, w \in H$. Then
\[
\langle v, w \rangle \geq 0 \quad \Leftrightarrow \quad \|v\| \leq \|v + \lambda w\| \quad \text{for all } \lambda > 0.
\] (2.10)

(ii) $A$ is monotone if and only if $A$ is accretive.

**Proof:** (i) This follows from the equality
\[
\|v + \lambda w\|^2 - \|v\|^2 = 2\lambda \langle v, w \rangle + \lambda^2 \|w\|^2.
\]
(ii) We apply (i) with $v = v_2 - v_1$ and $w = w_2 - w_1$, where $w_i \in Av_i$. \(\square\)

**Proposition 2.5** Let $H$ be a Hilbert space, $\varphi : H \to (-\infty, \infty]$ convex, lower semicontinuous and proper. Then $\partial \varphi : H \rightrightarrows H$ is m-accretive.

**Proof:** Let $v_1, v_2 \in H$ and $w_1 \in \partial \varphi(v_1), w_2 \in \partial \varphi(v_2)$. Adding the inequalities
\[
\varphi(v_2) - \varphi(v_1) \geq \langle w_1, v_2 - v_1 \rangle
\]
\[
\varphi(v_1) - \varphi(v_2) \geq \langle w_2, v_1 - v_2 \rangle
\]
yields \( (w_2 - w_1, v_2 - v_1) \geq 0 \), so \( \partial \varphi \) is accretive by Proposition 2.4. It remains to show that
\[
\text{im} (I + \partial \varphi) = H.
\]
Let \( f \in H \) be arbitrary. We define \( J : H \to (-\infty, \infty] \) by
\[
J(v) = \frac{1}{2} \|v - f\|^2 + \varphi(v).
\]
According to Proposition 1.20, \( J \) has a unique minimum \( u \in H \), and \( f - u \in \partial \varphi(u) \). Thus \( f \in \text{im} (I + \partial \varphi) \).  

Example 2.6 On \( H = L^2(\Omega), \Omega \subset \mathbb{R}^n \) open, we define
\[
Av = -\Delta v, \quad D(A) = H^1_0(\Omega) \cap H^2(\Omega).
\]
(2.11)
We want to prove that \( A : H \rightrightarrows H \) is m-accretive. Indeed, \( A : D(A) \to H \) is monotone (hence, accretive) because
\[
\langle Av, v \rangle = \int_{\Omega} -v(x) \cdot \Delta v(x) \, dx = \int_{\Omega} \|
abla v(x)\|^2 \, dx \geq 0, \quad \text{for all } v \in D(A).
\]
Therefore, \( A \) is m-accretive if and only if the boundary value problem
\[
-\Delta u + u = f
\]
has a solution \( u \in D(A) \) for every \( f \in L^2(\Omega) \). This is the case if \( \Omega \) is bounded and \( \partial \Omega \) is sufficiently regular. We refer to the variational theory of elliptic partial differential equations, see e.g. [8].  

Definition 2.7 (Nonexpansive operator)
Let \( H \) be a Hilbert space. A set-valued operator \( A : H \rightrightarrows H \) is called nonexpansive if
\[
\|w_2 - w_1\| \leq \|v_2 - v_1\| \tag{2.12}
\]
holds for all \( v_1, v_2 \in H, w_1 \in Av_1, w_2 \in Av_2 \).

Setting \( v_2 = v_1 \) in (2.12) we see that, for all \( v \in H, Av \) has at most one element. Nonexpansive operators are therefore single-valued mappings \( A : D(A) \to H \).

Lemma 2.8 Let \( H \) be a Hilbert space, \( A : H \rightrightarrows H \). Then \( A \) is accretive if and only if \( (I + \lambda A)^{-1} \) is nonexpansive for all \( \lambda \geq 0 \).

Proof: This is a direct consequence of the definitions 2.3 and 2.7.  

Lemma 2.9 Let \( H \) be a Hilbert space, \( A : H \rightrightarrows H \) accretive. Then there are equivalent:
(i) \( \text{im} (I + \lambda A) = H \) for some \( \lambda > 0 \),
(ii) \( \text{im} (I + \lambda A) = H \) for all \( \lambda > 0 \).
Proof: Let $\text{im}(I + \lambda A) = H$ for some $\lambda > 0$. Fix $\mu > \lambda/2$. For arbitrary $w \in H$ we define $T_w : H \to H$ by

$$T_w(v) = (I + \lambda A)^{-1} \left( \frac{\lambda}{\mu} w + (1 - \frac{\lambda}{\mu})v \right).$$

Since $0 < \lambda/\mu < 2$ and $(I + \lambda A)^{-1}$ is nonexpansive, $T_w$ is a contraction on $H$. Let $v \in H$ be the fixed point of $T_w$. Then

$$\frac{\lambda}{\mu} w + (1 - \frac{\lambda}{\mu})v \in (I + \lambda A)v.$$

Subtracting $v$ and multiplying by $\mu/\lambda$ gives $w \in v + \mu Av$. As $w$ was arbitrary, $\text{im}(I + \mu A) = H$ for $\mu > \lambda/2$. Now (ii) follows by induction. \qed

Proposition 2.10 (Characterization of maximal monotone operators)
Let $H$ be a Hilbert space, $A : H \rightrightarrows H$. The following are equivalent:

(i) $A$ is maximal monotone.
(ii) $A$ is maximal accretive.
(iii) $A$ is $m$-accretive.
(iv) $A$ is accretive and $\text{im}(I + \lambda A) = H$ for all $\lambda > 0$.

Proof: “(i)⇔(ii)”: This follows, since by Proposition 2.4(ii) an extension of $A$ is monotone if and only if it is accretive.

“(iii)⇔(iv)”: This is a direct consequence of Lemma 2.9.

“(iii)⇒(ii)”: Let $B$ be an accretive extension of $A$, let $w \in Bv$. Since $A$ is $m$-accretive, there exists $u \in D(A)$ such that $w + v \in u + Au$. Thus

$$w + v \in u + Bu, \quad w + v \in v + Bv,$$

so $u, v \in (I + B)^{-1}(w + v)$. Since $(I + B)^{-1}$ is nonexpansive, we must have $u = v$, thus $w + v \in v + Av$ and finally $w \in Av$. It follows that $A = B$.

“(i)⇒(iii)”: This proof is long and delicate, it relies on a minimax theorem (an existence result for saddle points) which in turn is based on Brouwer’s fixed point theorem. We refer to [5] and to [2], Theorem 2.2. \qed

Lemma 2.11 (Lipschitz perturbation)
Let $A : H \rightrightarrows H$ be $m$-accretive, $B : H \to H$ accretive and Lipschitz continuous with $D(B) = H$. Then $A + B$ is $m$-accretive.

Proof: Choose $\lambda > 0$ small enough such that $\lambda B : H \to H$ is a contraction. For every $w \in H$ we have

$$u + \lambda Au + \lambda Bu \ni w \iff u = T_w u := (I + \lambda A)^{-1}(w - \lambda Bu).$$

As $(I + \lambda A)^{-1}$ is nonexpansive, $T_w : H \to H$ is a contraction and thus has a fixed point $u \in H$. Therefore, $w \in \text{im}(I + \lambda(A + B))$. Since $w$ was arbitrary, it follows from Proposition 2.10 that $A + B$ is $m$-accretive. \qed

Part (ii) of the following lemma is a variant of what is known as Minty’s trick. It allows to pass to the limit in the scalar product although both factors converge only weakly.
Lemma 2.12 Let $A : H \rightrightarrows H$ be $m$-accretive, let $w_n \in Av_n$, $v_n \rightharpoonup v$ and $w_n \rightharpoonup w$ in $H$.

(i) If
\[
\liminf_{n \to \infty} \langle w_n, v_n \rangle \leq \langle w, v \rangle
\]
then $w \in Av$.

(ii) If
\[
\limsup_{n \to \infty} \langle w_n, v_n \rangle \leq \langle w, v \rangle
\]
then $w \in Av$ and $\langle w_n, v_n \rangle \to \langle w, v \rangle$.

In particular, if one of the sequences converges strongly, then the scalar product converges and $w \in Av$ holds.

Proof: (i) Let $\tilde{v} \in D(A)$ and $\tilde{w} \in A\tilde{v}$. As $A$ is accretive,
\[
0 \leq \langle w_n - \tilde{w}, v_n - \tilde{v} \rangle = \langle w_n, v_n \rangle - \langle w_n, \tilde{v} \rangle - \langle \tilde{w}, v_n \rangle + \langle \tilde{w}, \tilde{v} \rangle.
\]
Passing to the limit inferior for $n \to \infty$ yields
\[
0 \leq \liminf_{n \to \infty} \langle w_n, v_n \rangle - \langle w, \tilde{v} \rangle - \langle \tilde{w}, v \rangle + \langle \tilde{w}, \tilde{v} \rangle \leq \langle w - \tilde{w}, v - \tilde{v} \rangle.
\]
(2.13)
Thus $\tilde{A} : H \rightrightarrows H$ defined by $\tilde{A}v = Av \cup \{w\}$ and $\tilde{A}v = A\tilde{v}$ for $\tilde{v} \neq v$ is monotone. As $A$ is maximal, we must have $w \in Av$.

(ii) Setting $\tilde{v} = v$ and $\tilde{w} = w$ in (2.13) yields
\[
\langle w, v \rangle \leq \liminf_{n \to \infty} \langle w_n, v_n \rangle
\]
which, together with the assumption, implies $\langle w_n, v_n \rangle \to \langle w, v \rangle$. \hfill \Box

An important tool for the analysis of accretive resp. monotone operators are approximations by single-valued mappings, in particular the following one.

Let $A : H \rightrightarrows H$ be accretive. By Lemma 2.8,
\[
J_{\lambda} := (I + \lambda A)^{-1}
\]
is a nonexpansive operator for every $\lambda > 0$, with $D(J_{\lambda}) = H$ if $A$ is $m$-accretive.

Definition 2.13 (Yosida regularization)
Let $A : H \rightrightarrows H$ be accretive, $\lambda > 0$. The Yosida regularization $A_{\lambda} : H \to H$ of $A$ is defined as
\[
A_{\lambda} = \frac{1}{\lambda} (I - J_{\lambda}).
\]
(2.14)

Let $\varphi : H \to (-\infty, \infty]$ be convex, lower semicontinuous and proper. We have seen in Proposition 1.20 that
\[
v \mapsto \frac{1}{2\lambda} \|v - u\|^2 + \varphi(v)
\]
has a unique minimum in $H$. 
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Definition 2.14 (Moreau regularization)
Let \( \varphi : H \to (-\infty, \infty] \) convex, lower semicontinuous and proper, let \( \lambda > 0 \). The function
\[
\varphi_\lambda(u) = \min_{v \in H} \left( \frac{1}{2\lambda} \|v - u\|^2 + \varphi(v) \right)
\]
is called the Moreau regularization of \( \varphi \).

Example 2.15 (i) Let \( H = \mathbb{R}, \varphi = I_{\{0\}} \), that is, \( \varphi(r) = 0 \) for \( r = 0 \) and \( \varphi(r) = \infty \) for \( r \neq 0 \). The Moreau regularization of \( \varphi \) is
\[
\varphi_\lambda(r) = \min_{s \in \mathbb{R}} \left( \frac{1}{2\lambda} |s - r|^2 + \varphi(s) \right) = \frac{1}{2\lambda} r^2.
\]
The subdifferential \( \beta = \partial \varphi : \mathbb{R} \rightrightarrows \mathbb{R} \) is
\[
\beta(r) = \begin{cases} 
\mathbb{R}, & r = 0, \\
\emptyset, & r \neq 0.
\end{cases}
\]
We have \( r \in (I + \lambda \beta)(s) \) if and only if \( s = 0 \) and \( r \in \mathbb{R} \), thus \( (I + \lambda \beta)^{-1} = 0 \). The Yosida regularization of \( \beta \) becomes
\[
\beta_\lambda(r) = \frac{r}{\lambda}.
\]
(ii) Let \( H = \mathbb{R}, \varphi(r) = |r| \). The Moreau regularization of \( \varphi \) is given by
\[
\varphi_\lambda(r) = \begin{cases} 
r - \frac{\lambda}{2}, & r > \lambda, \\
\frac{r^2}{2\lambda}, & |r| \leq \lambda, \\
-r - \frac{\lambda}{2}, & r < -\lambda.
\end{cases}
\]
The subdifferential \( \beta = \partial \varphi \) equals the set-valued sign function
\[
\beta(r) = \begin{cases} 
1, & r > 0, \\
[-1, 1], & r = 0, \\
-1, & r < 0.
\end{cases}
\]
We have \( r \in (I + \lambda \beta)(s) \) if and only if \( r = s + \lambda \) (if \( s > 0 \)) resp. \( r = s - \lambda \) (if \( s < 0 \)) resp. \( r \in s + [-\lambda, \lambda] = [-\lambda, \lambda] \) (if \( s = 0 \)). It follows that
\[
J_\lambda(r) = \begin{cases} 
r - \lambda, & r > \lambda, \\
0, & r \in [-\lambda, \lambda], \\
r + \lambda, & r < -\lambda.
\end{cases}
\]
Therefore, the Yosida regularization of the sign function is
\[
\beta_\lambda(r) = \frac{r - J_\lambda(r)}{\lambda} = \begin{cases} 
1, & r > \lambda, \\
\frac{r}{\lambda}, & r \in [-\lambda, \lambda], \\
-1, & r < -\lambda.
\end{cases}
\]
(iii) Let $K$ be a closed convex subset of a Hilbert space $H$, let $\varphi = I_K$. Its Moreau regularization is given by

$$\varphi_\lambda(u) = \min_{v \in H} \left( \frac{1}{2\lambda} \|v - u\|^2 + I_K(v) \right) = \frac{1}{2\lambda} (\text{dist} \,(u, K))^2.$$

According to Lemma 1.17, $\partial I_K(u) = N_K(u)$, the normal cone. It follows that

$$v = J_\lambda(u) \iff u \in (I + \lambda N_K)(v) \iff \frac{1}{\lambda} (u - v) \in N_K(v)$$

$$\iff \frac{1}{\lambda} \langle u - v, v - z \rangle \geq 0 \quad \text{for all } z \in K$$

$$\iff v = P_K(u).$$

In particular, $J_\lambda = P_K$ does not depend on $\lambda$. The Yosida regularization of the normal cone mapping $u \mapsto N_K(u)$ becomes

$$(N_K)_\lambda(u) = \frac{1}{\lambda} (u - P_K(u)).$$

Let $A$ be $m$-accretive. According to Proposition 2.10 and Lemma 2.2(ii), the sets $Av$ are closed and convex. Denoting by $P_{Av} : H \to H$ the projection onto $Av$, we define $A^0 : D(A) \to H$ by

$$A^0 v = P_{Av}(0).$$

(2.16)

Thus, $A^0 v$ is the norm-minimal element of $Av$, $\|A^0 v\| \leq \|w\|$ for all $w \in Av$.

**Proposition 2.16** Let $A : H \rightrightarrows H$ be $m$-accretive.

(i) For all $\lambda > 0$, its Yosida regularization $A_\lambda$ is $m$-accretive.

(ii) We have

$$A_\lambda v \in AJ_\lambda v, \quad \text{for all } v \in H,$$

$$\|A_\lambda u - A_\lambda v\| \leq \frac{1}{\lambda} \|u - v\|, \quad \text{for all } u, v \in H,$$

$$(A_\lambda)_\mu = A_{\lambda + \mu}, \quad \text{for all } \lambda, \mu > 0.$$

(iii) For all $v \in D(A)$ we have

$$\|A_\lambda v\| \uparrow \|A^0 v\|, \quad A_\lambda v \to A^0 v, \quad \text{for } \lambda \downarrow 0,$$

and

$$\|A_\lambda v - A^0 v\|^2 \leq \|A^0 v\|^2 - \|A_\lambda v\|^2.$$

(iv) For all $v \notin D(A)$ we have

$$\|A_\lambda v\| \uparrow +\infty.$$

**Proof:** (ii) For $J_\lambda v = (I + \lambda A)^{-1} v$ we have

$$v \in (I + \lambda A)(J_\lambda v) = J_\lambda v + \lambda A(J_\lambda v).$$
This implies (2.17) as \( A_\lambda = (I - J_\lambda) / \lambda \). For \( u, v \in H \) we compute, using (2.17) for the last estimate,

\[
\| A_\lambda v - A_\lambda u \| \| v - u \| \geq \langle A_\lambda v - A_\lambda u, v - u \rangle \\
= \langle A_\lambda v - A_\lambda u, \lambda A_\lambda v - \lambda A_\lambda u \rangle + \langle A_\lambda v - A_\lambda u, J_\lambda v - J_\lambda u \rangle \\
\geq \lambda \| A_\lambda v - A_\lambda u \|^2.
\]

This proves (2.18) and that \( A_\lambda \) is monotone (hence, accretive). In order to prove (2.19) we first note that

\[
w = A_\lambda v \quad \Leftrightarrow \quad v - \lambda w = J_\lambda v = (I + \lambda A)^{-1} v \\
\Leftrightarrow \quad v \in (I + \lambda A)(v - \lambda w) \\
\Leftrightarrow \quad v \in v - \lambda w + \lambda A(v - \lambda w) \\
\Leftrightarrow \quad w \in A(v - \lambda w).
\]

It follows that

\[
w = A_{\mu + \lambda} v \quad \Leftrightarrow \quad w \in A(v - \mu w - \lambda w) \quad \Leftrightarrow \quad w = A_\lambda (v - \mu w) \\
\Leftrightarrow \quad w = (A_\lambda)_\mu v.
\]

(i) As \( A_\lambda \) is accretive by (ii), by Proposition 2.10 it suffices to show that \( I + (\lambda/2) A_\lambda \) is surjective. Now

\[
w = (I + \frac{\lambda}{2} A_\lambda) v \quad \Leftrightarrow \quad v = T_w(v) := w - \frac{\lambda}{2} A_\lambda(v).
\]

Since \( T_w \) is a contraction on \( H \) by (2.18), for every \( w \in H \) these equations have a solution \( v \in H \).

(iii) At first, let \( v \in H \) be arbitrary. As \( A_\mu \) is accretive and single-valued, setting \( J_\lambda^\mu = (I + \lambda A_\mu)^{-1} \) we have \( (A_\mu)_\lambda v = A_\mu J_\lambda^\mu v \) by (2.17) applied to \( A_\mu \), and

\[
0 \leq \langle A_\mu v - (A_\mu)_\lambda v, v - J_\lambda^\mu v \rangle = \lambda \langle A_\mu v - (A_\mu)_\lambda v, (A_\mu)_\mu v \rangle.
\]

Consequently, by (2.19)

\[
\| A_{\lambda + \mu} v \|^2 = \| (A_\mu)_\lambda v \|^2 \leq \langle A_\mu v, A_{\lambda + \mu} v \rangle, \quad \| A_{\lambda + \mu} v \| \leq \| A_\mu v \|. \tag{2.23}
\]

In order to prove (iii), let now \( v \in D(A) \). Since \( A^0 v \in A v \) and \( A_\lambda v \in A J_\lambda v \), we get as before

\[
0 \leq \langle A^0 v - A_\lambda v, v - J_\lambda v \rangle = \lambda \langle A^0 v - A_\lambda v, A_\lambda v \rangle,
\]

so

\[
\| A_\lambda v \|^2 \leq \langle A^0 v, A_\lambda v \rangle, \quad \| A_\lambda v \| \leq \| A^0 v \|. \tag{2.24}
\]

It follows from (2.23) and (2.24) that \( \{ A_\lambda v \} \) is bounded in \( H \) and \( \| A_\lambda v \| \uparrow \gamma \) as \( \lambda \to 0 \) for some \( \gamma \geq 0 \). Moreover

\[
\| A_{\lambda + \mu} v - A_\lambda v \|^2 = \| A_{\lambda + \mu} v \|^2 + \| A_\lambda v \|^2 - 2 \langle A_{\lambda + \mu} v, A_\lambda v \rangle, \\
\leq \| A_{\lambda + \mu} v \|^2 + \| A_\lambda v \|^2 - 2 \| A_{\lambda + \mu} v \|^2, \tag{2.25}
\]

\[
= \| A_\lambda v \|^2 - \| A_{\lambda + \mu} v \|^2
\]
Since $H$ is complete, $A_\lambda v \to w$ as $\lambda \to 0$ for some $w \in H$. Now $v - J_\lambda v = \lambda A_\lambda v$ implies that $J_\lambda v \to v$. From Lemma 2.12 we conclude that $w \in Av$. As $\|w\| \leq \|A^0 v\|$ and since $A^0 v$ is the unique element of minimum norm in $Av$ ist, we must have $w = A^0 v$, so $\|A_\lambda v\| \uparrow \|A^0 v\|$. This proves (2.20). Passing to the limit $\lambda \to 0$ in (2.25) proves (2.21).

(iv) We have seen in (2.23) that $\|A_\lambda v\|$ is nondecreasing as $\lambda \to 0$, for all $v \in H$. Moreover, the computation (2.25) showed that if $\|A_\lambda v\|$ is bounded as $\lambda \to 0$, then $A_\lambda v \to w \in Av$ for some $w \in H$, so $v \in D(A)$. Therefore, $v \notin D(A)$ implies that $\|A_\lambda v\| \uparrow +\infty$. 

\[ \square \]
3 The Bochner Integral

In this chapter, \([a, b]\) always denotes a compact interval in \(\mathbb{R}\). For \(A \subset [a, b]\) we denote its characteristic function by \(\chi_A\),

\[
\chi_A(t) = \begin{cases} 
1, & t \in A, \\
0, & t \notin A. 
\end{cases} \tag{3.1}
\]

**Definition of the Bochner integral.** It is based on the notion of a simple function, which is a generalization of the notion of a step function.

**Definition 3.1 (Simple function)** Let \(V\) be a Banach space. A function \(u : [a, b] \to V\) is called **simple** if it has the form

\[
u(t) = \sum_{i=1}^{n} \chi_{A_i}(t)v_i, \tag{3.2}
\]

where \(n \in \mathbb{N}, A_i \subset [a, b]\) measurable and \(v_i \in V\) for \(1 \leq i \leq n\).

**Lemma 3.2** Let \(V\) be a Banach space, \(u : [a, b] \to V\) simple. Then there exists a unique representation of \(u\) in the form \((3.2)\) satisfying

\[
\bigcup_i A_i = [a, b], \quad A_i \cap A_j = \emptyset \text{ and } v_i \neq v_j \text{ for } i \neq j. \tag{3.3}
\]

It is called the **canonical representation** of \(u\).

**Proof:** Omitted. \(\Box\)

**Definition 3.3 (Bochner measurability)** Let \(V\) be a Banach space. A function \(u : [a, b] \to V\) is called **Bochner measurable** if there exists a sequence of simple functions \(u_n : [a, b] \to V\) such that

\[
\lim_{n \to \infty} u_n(t) = u(t) \tag{3.4}
\]

for almost all \(t \in [a, b]\).

**Definition 3.4** Let \(V\) be a Banach space, \(u : [a, b] \to V\) a simple function

\[
u(t) = \sum_{i=1}^{n} \chi_{A_i}(t)v_i. \tag{3.5}
\]

The **Bochner integral** of \(u\) is defined as

\[
\int_{a}^{b} u(t) \, dt = \sum_{i=1}^{n} \text{meas}(A_i)v_i. \tag{3.6}
\]

For measurable \(A \subset [a, b]\) we define

\[
\int_{A} u(t) \, dt = \int_{a}^{b} \chi_A(t)u(t) \, dt. \tag{3.7}
\]
Definition 3.4 makes sense since the value of the right side of (3.6) does not depend on which representation of \( u \) we choose.

As a direct consequence of the definition we obtain that for simple functions \( u, v : [a, b] \to V \) and numbers \( \alpha, \beta \in \mathbb{R} \)

\[
\int_a^b \alpha u(t) + \beta v(t) \, dt = \alpha \int_a^b u(t) \, dt + \beta \int_a^b v(t) \, dt ,
\]

(3.8)
as well as

\[
\left\| \int_a^b u(t) \, dt \right\| \leq \int_a^b \| u(t) \| \, dt .
\]

(3.9)

**Lemma 3.5** Let \( V \) be a Banach space, \( u_n : [a, b] \to V \) a sequence of simple functions satisfying \( u_n \to u \) almost everywhere. Then for every \( n \in \mathbb{N} \) the function \( f : [a, b] \to \mathbb{R} \) defined by

\[
f(t) = \| u_n(t) - u(t) \|
\]

(3.10)
is measurable.

**Proof:** We have

\[
f(t) = \lim_{m \to \infty} f_m(t) , \quad f_m(t) := \| u_n(t) - u_m(t) \|
\]

(3.11)
and \( f_m \) is a simple function for all \( m \in \mathbb{N} \).

\[
\lim_{n \to \infty} \int_a^b \| u_n(t) - u(t) \| \, dt = 0 .
\]

(3.12)
(By Lemma 3.5 the integrand is measurable.) Due to

\[
\left\| \int_a^b u_n(t) \, dt - \int_a^b u_m(t) \, dt \right\| \leq \int_a^b \| u_n(t) - u_m(t) \| \, dt
\]

\[
\leq \int_a^b \| u_n(t) - u(t) \| \, dt + \int_a^b \| u_m(t) - u(t) \| \, dt ,
\]

(3.13)
setting

\[
y_n = \int_a^b u_n(t) \, dt
\]

(3.14)
we obtain a Cauchy sequence \( \{ y_n \} \) in \( V \). If \( v_n : [a, b] \to V \) defines another sequence with the same properties as \( \{ u_n \} \),

\[
\left\| \int_a^b v_n(t) \, dt - \int_a^b u_n(t) \, dt \right\| \leq \int_a^b \| v_n(t) - u_n(t) \| \, dt
\]

\[
\leq \int_a^b \| v_n(t) - u(t) \| \, dt + \int_a^b \| u_n(t) - u(t) \| \, dt .
\]

(3.15)
Therefore, the limit of \( \{ y_n \} \) does not depend on the choice of the sequence \( \{ u_n \} \).
Definition 3.6 (Bochner integral)
A function \( u : [a, b] \to V \) is called Bochner integrable if there exists a sequence of simple functions \( u_n : [a, b] \to V \) such that \( u_n \to u \) pointwise a.e. and
\[
\lim_{n \to \infty} \int_a^b \|u_n(t) - u(t)\| \, dt = 0 , \tag{3.16}
\]
In this case, the Bochner integral of \( u \) is defined as
\[
\int_a^b u(t) \, dt = \lim_{n \to \infty} \int_a^b u_n(t) \, dt . \tag{3.17}
\]

Lemma 3.7 Let \( V \) be a Banach space, let \( u, v : [a, b] \to V \) Bochner integrable and \( \alpha, \beta \in \mathbb{R} \). Then \( \alpha u + \beta v \) is Bochner integrable, and
\[
\int_a^b \alpha u(t) + \beta v(t) \, dt = \alpha \int_a^b u(t) \, dt + \beta \int_a^b v(t) \, dt . \tag{3.18}
\]

Proof: This follows directly from the definitions. \( \square \)

Proposition 3.8 Let \( V \) be a Banach space. A function \( u : [a, b] \to V \) is Bochner integrable if and only if \( u \) is Bochner measurable and the function \( t \mapsto \|u(t)\| \) is integrable. In this case,
\[
\left\| \int_a^b u(t) \, dt \right\| \leq \int_a^b \|u(t)\| \, dt . \tag{3.19}
\]

Proof: “\( \Rightarrow \)”: Let \( (u_n) \) be a sequence of simple functions with \( u_n \to u \) pointwise a.e. and
\[
\int_a^b \|u(t) - u_n(t)\| \, dt = 0 . \tag{3.20}
\]
Since \( \|u_n(t)\| \to \|u(t)\| \) for a.e. \( t \in [a, b] \), the function \( t \mapsto \|u(t)\| \) is measurable. Then
\[
\int_a^b \|u(t)\| \, dt \leq \int_a^b \|u(t) - u_n(t)\| \, dt + \int_a^b \|u_n(t)\| \, dt < \infty . \tag{3.21}
\]

“\( \Leftarrow \)”: Let \( (u_n) \) be a sequence of simple functions with \( u_n \to u \) pointwise almost everywhere. For any given \( \varepsilon > 0 \) we define \( v_n : [a, b] \to V \) by
\[
v_n(t) = \begin{cases} u_n(t) , & \text{if } \|u_n(t)\| \leq (1 + \varepsilon)\|u(t)\| , \\ 0 , & \text{otherwise.} \end{cases} \tag{3.22}
\]
v\(_n\) is a simple function, since \( \{ t : \|u_n(t)\| \leq (1 + \varepsilon)\|u(t)\| \} \) is measurable. For
\[
f_n(t) = \|v_n(t) - u(t)\| \tag{3.23}
\]
we have \( f_n \to 0 \) pointwise a.e. and
\[
0 \leq f_n(t) \leq (2 + \varepsilon)\|u(t)\| . \tag{3.24}
\]
From Lebesgue’s theorem on dominated convergence we obtain
\[
\lim_{n \to \infty} \int_a^b \|v_n(t) - u(t)\| \, dt = \lim_{n \to \infty} \int_a^b f_n(t) \, dt = 0. \tag{3.25}
\]

Therefore, \(u\) is Bochner integrable. With (3.9) it follows that
\[
\left\| \int_a^b v_n(t) \, dt \right\| \leq \int_a^b \|v_n(t)\| \, dt \leq (1 + \varepsilon) \int_a^b \|u(t)\| \, dt \tag{3.26}
\]
and thus
\[
\left\| \int_a^b u(t) \, dt \right\| = \left\| \lim_{n \to \infty} \int_a^b v_n(t) \, dt \right\| \leq (1 + \varepsilon) \int_a^b \|u(t)\| \, dt. \tag{3.27}
\]
Since \(\varepsilon > 0\) was arbitrary, (3.19) follows. \(\Box\)

**Function spaces.** We now consider functions \(u : [a, b] \to V\) for which
\[
\int_a^b \|u(t)\|^p \, dt < \infty \tag{3.28}
\]
holds.

**Definition 3.9** Let \(V\) be a Banach space, \(1 \leq p < \infty\). We define
\[
L^p(a, b; V) = \{[u] \mid u : [a, b] \to V \text{ is Bochner measurable and satisfies (3.28)}\}. \tag{3.29}
\]

Here, \([u]\) denotes the equivalence class of \(u\) with respect to the equivalence relation
\[
u \sim v \iff u = v \text{ almost everywhere}. \tag{3.30}
\]

Due to Proposition 3.8, \(L^1(a, b; V)\) coincides with the vector space of all Bochner integrable functions on \([a, b]\).

**Proposition 3.10** Let \(V\) be a Banach space, \(1 \leq p < \infty\). The space \(L^p(a, b; V)\) is a Banach space when equipped with the norm
\[
\|u\|_{L^p(a, b; V)} = \left( \int_a^b \|u(t)\|^p_V \, dt \right)^{\frac{1}{p}}. \tag{3.31}
\]

If \(V\) is a Hilbert space, then \(L^2(a, b; V)\) becomes a Hilbert space when equipped with the scalar product
\[
\langle u, v \rangle = \int_a^b \langle u(t), v(t) \rangle_V \, dt. \tag{3.32}
\]

**Proof:** Omitted. For a given Cauchy sequence, one constructs a limit in the same way as in the scalar case \(V = \mathbb{R}\). In order to prove that this limit is Bochner measurable, one uses a characterization of measurability due to Pettis. \(\Box\)

**Definition 3.11** For \(u : [a, b] \to \mathbb{R}\) we define
\[
\text{ess sup}_{t \in [a, b]} u(t) = \inf \{M : M \in \mathbb{R}, u(t) \leq M \text{ for almost all } t \in [a, b]\}. \tag{3.33}
\]
We now consider functions \( u : [a, b] \to V \) with values in a Banach space \( V \) for which
\[
\text{ess sup}_{t \in [a,b]} \| u(t) \|_V < \infty .
\] (3.34)

**Definition 3.12** Let \( V \) be a Banach space. We define
\[
L^\infty(a, b; V) = \{ [u] \mid u : [a, b] \to V \text{ is Bochner measurable and (3.34) holds} \} .
\] (3.35)

**Proposition 3.13** Let \( V \) be a Banach space. Then \( L^\infty(a, b; V) \) is a Banach space.

**Proof:** Again, this is proved in the same manner as in the case \( V = \mathbb{R} \). \( \square \)

**Lemma 3.14** Let \( V \) be a Banach space. Then for all \( 1 \leq p \leq q \leq \infty \) we have
\[
L^q(a, b; V) \subset L^p(a, b; V) .
\] (3.36)

**Proof:** As in the case \( V = \mathbb{R} \). \( \square \)

**Definition 3.15** Let \( V \) be a Banach space. We define
\[
C([a, b]; V) = \{ u \mid u : [a, b] \to V \text{ continuous} \} .
\] (3.37)

**Definition 3.16 (Oscillation)**
Let \( V \) be a Banach space, \( u : [a, b] \to V \). We define the oscillation of \( u \) by
\[
\text{osc}_{[a,b]}(u; \delta) = \sup\{ \| u(t) - u(s) \| : s, t \in [a, b], |t - s| \leq \delta \} .
\] (3.38)

**Lemma 3.17** Let \( V \) be a Banach space, \( u : [a, b] \to V \) continuous. Then
\[
\lim_{\delta \to 0} \text{osc}_{[a,b]}(u; \delta) = 0 .
\] (3.39)

**Proof:** The statement (3.39) is equivalent to the uniform continuity of \( u \). \( \square \)

For a continuous function \( u : [a, b] \to V \) we have
\[
\text{ess sup}_{t \in [a,b]} \| u(t) \| = \max_{t \in [a,b]} \| u(t) \| ,
\] (3.40)

since continuity of \( u \) implies that \( \| u(t) \| \leq \text{ess sup}_{s \in [a,b]} \| u(s) \| \) holds for all \( t \).

**Proposition 3.18** Let \( V \) be a Banach space. Then \( C([a, b]; V) \) is a Banach space when equipped with the norm
\[
\| u \|_{C([a, b]; V)} = \max_{t \in [a,b]} \| u(t) \| .
\] (3.41)

Moreover, \( C([a, b]; V) \) can be identified with a closed subspace of \( L^\infty(a, b; V) \).
**Proof:** If $u : [a, b] \to V$ is continuous, it is Bochner measurable: We define a sequence of simple functions $u_n : [a, b] \to V$ by $u_n(t) = u(ih)$, if $t \in [ih, (i+1)h)$, $h = (b-a)/n$ is. Then
\[
\|u_n(t) - u(t)\| \leq \text{osc}(u; h), \quad h = \frac{b-a}{n},
\]
therefore $u_n \to u$ uniformly (pointwise convergence would already be sufficient for our purpose). Moreover: Let $(u_n)$ be a sequence in $C([a,b])$ satisfying $[u_n] \to [u]$ in $L^\infty$. We choose a subset $N$ in $[a,b]$ of zero measure such that $u_n \to u$ uniformly in $M = [a,b] \setminus N$. Then $u$ is continuous on $M$. For an arbitrary given $t \in N$ we choose a sequence $(t_k)_{k \in \mathbb{N}}$ in $M$ such that $t_k \to t$. Then
\[
\|u_n(t) - u_m(t)\| \leq \|u_n(t) - u_n(t_k)\| + \|u_n - u_m\|_{L^\infty(a,b;V)} + \|u_m(t_k) - u_m(t)\|
\]
thus $(u_n(t))_{n \in \mathbb{N}}$ is a Cauchy sequence. For $t \in N$, let $\tilde{u}(t)$ be the limit of this Cauchy sequence, and set $\tilde{u}(t) = u(t)$ for $t \in M$. Then $\tilde{u} : [a, b] \to V$ is continuous and $[\tilde{u}] = [u]$. □

**Derivatives.** For functions $u : [a, b] \to V$, the limit, if it exists,
\[
u'(t) = \lim_{h \to 0} \frac{u(t+h) - u(t)}{h}
\]
is called the derivative of $u$ at $t$.

**Definition 3.19** Let $V$ be a Banach space, $u \in L^1(a, b; V)$. A function $f \in L^1(a, b; V)$ is called a **weak derivative** of $u$ if
\[
\int_a^b u(t)\psi'(t) \, dt = -\int_a^b f(t)\psi(t) \, dt \quad \text{for all } \psi \in C_c^\infty(a,b).
\]

As in the scalar case one can show that the weak derivative (if it exists) is unique.

**Definition 3.20** Let $V$ be a Banach space, $1 \leq p \leq \infty$. The Sobolev space $W^{1,p}(a, b; V)$ is defined as the space of all functions $u \in L^p(a, b; V)$ whose weak derivative exists and is an element of $L^p(a, b; V)$.

**Proposition 3.21** Let $V$ be a Banach space, let $u \in L^p(a, b; V)$, $1 \leq p \leq \infty$. Then there are equivalent:
(i) $u \in W^{1,p}(a, b; V)$.
(ii) There exists a function $\tilde{u} : [a, b] \to V$ with $\tilde{u} = u$ a.e., which is differentiable a.e. in $(a, b)$, whose pointwise derivative $\tilde{u}'$ belongs to $L^p(a, b; V)$ and which satisfies
\[
\tilde{u}(t) - \tilde{u}(a) = \int_a^t \tilde{u}'(s) \, ds \quad \text{for all } t \in [a, b].
\]

In this case, $\tilde{u}'$ is a.e. equal to the weak derivative of $u$.

For the proof we refer to [3], Proposition A.6, and [2], Theorem 1.17.

Consequently, one writes $u'$ both for the weak derivative and for the pointwise a.e. derivative.
Proposition 3.22 The Sobolev space \( W^{1,p}(a, b; V) \) becomes a Banach space when equipped with the norm

\[
\|u\|_{W^{1,p}(a, b; V)} = \|u\|_{L^p(a, b; V)} + \|u'\|_{L^p(a, b; V)}.
\]

If \( V \) is a Hilbert space, \( W^{1,2}(a, b; V) \) becomes a Hilbert space with the scalar product

\[
\langle u, v \rangle = \int_a^b \langle u(t), v(t) \rangle \, dt + \int_a^b \langle u'(t), v'(t) \rangle \, dt.
\]

**Proof:** Omitted. \( \square \)
4 Evolution Equations

In this chapter, $H$ always denotes a real Hilbert space.

We investigate the initial value problem

$$ u' + Au = 0, \quad u(0) = u_0, \quad (4.1) $$

as well as the corresponding integral equation

$$ u(t) = u_0 - \int_0^t Au(s) \, ds. \quad (4.2) $$

**Proposition 4.1** Let $A : H \to H$ be accretive and Lipschitz continuous with $D(A) = H$.

(i) The integral equation (4.2) has for every $u_0 \in H$ a unique solution $u \in C([0, \infty); H)$ which moreover is continuously differentiable.

(ii) Let $u$ and $\hat{u}$ be solutions of (4.2) for the initial values $u_0$ and $\hat{u}_0$. Then the function $t \mapsto \|u(t) - \hat{u}(t)\|$ is nonincreasing, and in particular

$$ \|u(t) - \hat{u}(t)\| \leq \|u_0 - \hat{u}_0\|. \quad (4.3) $$

The function $t \mapsto \|u'(t)\|$ is nonincreasing.

**Proof:** (i) Unique solvability in $C([0, T]; H)$ (and thus, in $C([0, \infty); H)$) is a consequence of Banach’s fixed point theorem. Since $t \mapsto Au(t)$ is continuous, $u'$ is continuous, too.

(ii) Since $A$ is accretive,

$$ \frac{d}{dt} \|u(t) - \hat{u}(t)\|^2 = \langle u'(t) - \hat{u}'(t), u(t) - \hat{u}(t) \rangle = - \langle Au(t) - A\hat{u}(t), u(t) - \hat{u}(t) \rangle \leq 0. $$

Setting $\hat{u}(t) = u(t + h)$ for given $h > 0$ we see that the function $t \mapsto \|u(t + h) - u(t)\|$ is nonincreasing. Dividing by $h$ and passing to the limit $h \to 0$ shows that $t \mapsto \|u'(t)\|$ is nonincreasing. \qed

**Lemma 4.2** Let $H$ be a Hilbert space, $A : H \Rightarrow H$ accretive (resp. $m$-accretive), let $\tilde{A} : L^2(0, T; H) \Rightarrow L^2(0, T; H)$ be defined by

$$ w \in \tilde{A}v \iff w(t) \in A(v(t)) \quad \text{a.e. in } [0, T]. \quad (4.4) $$

Then $\tilde{A}$ is accretive (resp. $m$-accretive).

**Proof:** Let $A$ be accretive, let $v_1, v_2 \in L^2(0, T; H)$, $w_2 \in \tilde{A}v_2$, $w_1 \in \tilde{A}v_1$. Then $w_i(t) \in A(v_i(t))$ for a.a. $t$. Therefore

$$ \langle w_2 - w_1, v_2 - v_1 \rangle_{L^2(0, T; H)} = \int_0^T \langle w_2(t) - w_1(t), v_2(t) - v_1(t) \rangle_H \, dt \geq 0. $$

Thus $\tilde{A}$ is accretive. Let now $A$ be $m$-accretive. We have to show that $(I + \tilde{A})u = w$ has a solution $u \in L^2(0, T; H)$ for every $w \in L^2(0, T; H)$. Given $w \in L^2(0, T; H)$, we define $u : [0, T] \to H$ by

$$ u(t) = (I + A)^{-1}(w(t)). $$
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As \((I + A)^{-1}\) is nonexpansive and \(w\) is Bochner measurable, \(u\) is Bochner measurable, too. Setting \(v_0 = (I + A)^{-1}(0)\) we get
\[
\|u(t) - v_0\|_H \leq \|w(t) - 0\|_H = \|w(t)\|_H \quad \text{a.e. in } [0, T].
\]
Therefore, \(u \in L^2(0, T; H)\) and \(u + \tilde{A}u \ni w\).

We now consider the initial value problem
\[
u' + Au \ni 0, \quad u(0) = u_0,
\]
in the case that \(A : H \rightrightarrows H\) is m-accretive. We recall that \(A^0 u\) denotes the unique element of minimal norm in \(Av\). First we present an existence result. This goes back to Kato [9] and Komura [10,11].

**Proposition 4.3** Let \(A : H \rightrightarrows H\) be m-accretive, let \(u_0 \in D(A)\). Then there exists a Lipschitz continuous solution \(u : [0, \infty) \to H\) of (4.5) with \(u(t) \in D(A)\) for all \(t > 0\). Its weak derivative \(u'\) belongs to \(L^\infty(0, \infty; H)\) and satisfies
\[
u'(t) + Au(t) \ni 0 \quad \text{a.e. in } (0, \infty), \quad u(0) = u_0, \quad \|u'\|_{L^\infty((0, \infty); H)} \leq \|A^0 u_0\|, \quad \|A^0 u(t)\| \leq \|A^0 u_0\| \quad \text{for all } t > 0. \tag{4.6}
\]

**Proof:** We consider the auxiliary problem
\[
u' + A\lambda u = 0, \quad u(0) = u_0, \tag{4.9}
\]
where we have replaced \(A\) by its Yosida regularization \(A\lambda\). By Proposition 4.1 (4.9) has a continuously differentiable solution \(u_\lambda : [0, \infty) \to H\) which satisfies
\[
\|A\lambda u_\lambda(t)\| = \|u'_\lambda(t)\| \leq \|u'_\lambda(0)\| = \|A\lambda u_\lambda(0)\| = \|A\lambda u_0\| \leq \|A^0 u_0\|, \tag{4.10}
\]
the last inequality was proved in Proposition 2.16. We want to show that \(\{u_\lambda\}_\lambda\) has the Cauchy property in \(C([0, T]; H)\) for every \(T > 0\), that is,
\[
\lim_{\lambda, \mu \to 0} \max_{t \in [0, T]} \|u_\lambda(t) - u_\mu(t)\| = 0. \tag{4.11}
\]
For \(\lambda, \mu > 0\) we have (we omit the argument “t")
\[
u'_\lambda - u'_\mu + A\lambda u_\lambda - A\mu u_\mu = 0. \tag{4.12}
\]
We multiply by \(u_\lambda - u_\mu\) and get
\[
\frac{1}{2} \frac{d}{dt} \|u_\lambda - u_\mu\|^2 + \langle A\lambda u_\lambda - A\mu u_\mu, u_\lambda - u_\mu\rangle = 0. \tag{4.13}
\]
We decompose
\[
\|u_\lambda - u_\mu\| = \lambda A\lambda u_\lambda + J_\lambda u_\lambda - \mu A\mu u_\mu - J_\mu u_\mu. \tag{4.13}
\]
By Proposition 2.16 we have $A_\lambda v \in AJ_\lambda v$ for all $v \in H$. Since $A$ is accretive, it follows from (4.13) that

$$\langle A_\lambda u_\lambda - A_\mu u_\mu, u_\lambda - u_\mu \rangle \geq \langle A_\lambda u_\lambda - A_\mu u_\mu, \lambda A_\lambda u_\lambda - \mu A_\mu u_\mu \rangle$$

and furthermore, using (4.10)

$$\geq \lambda \|A_\lambda u_\lambda\|^2 + \mu \|A_\mu u_\mu\|^2 - (\lambda + \mu) \|A_\lambda u_\lambda\| \|A_\mu u_\mu\|$$

$$\geq -(\lambda + \mu) \|A_\lambda u_\lambda\| \|A_\mu u_\mu\| \geq -(\lambda + \mu) \|A^0 u_0\|^2.$$ 

Therefore, (4.12) implies

$$\frac{d}{dt} \|u_\lambda - u_\mu\|^2 \leq 2(\lambda + \mu) \|A^0 u_0\|^2.$$ 

Integrating over $[0,t]$ and taking the square root yields

$$\|u_\lambda(t) - u_\mu(t)\| \leq \sqrt{2(\lambda + \mu)t} \|A^0 u_0\|.$$ 

Thus, (4.11) is proved. As $C([0,T];H)$ is complete, there exists a $u \in C([0,T];H)$ such that $u_\lambda \to u$ and

$$\|u_\lambda(t) - u(t)\| \leq \sqrt{2\lambda t} \|A^0 u_0\|. \tag{4.14}$$

Moreover, $J_\lambda u_\lambda \to u$ in $C([0,T];H)$ as $\lambda \to 0$, since

$$\|J_\lambda u_\lambda(t) - u(t)\| = \lambda \|A_\lambda u_\lambda(t)\| \leq \lambda \|A^0 u_0\|.$$ 

Let now $t \in [0,T]$ be arbitrary. Since $\{A_\lambda u_\lambda(t)\}_\lambda$ is bounded by (4.10), there exists a weakly convergent subsequence $\{A_{\lambda_k} u_{\lambda_k}(t)\}_{k} \to z \in H$. As $A_{\lambda_k} u_{\lambda_k}(t) \in AJ_{\lambda_k} u_{\lambda_k}(t)$, Lemma 2.12 implies that $z \in Au(t)$. Thus $u(t) \in D(A)$ and

$$\|A^0 u(t)\| \leq \|z\| \leq \|A^0 u_0\|. \tag{4.15}$$

This proves (4.8). Since

$$\|u_\lambda'(t)\| = \|A_\lambda u_\lambda(t)\| \leq \|A^0 u_0\|, \tag{4.16}$$

$\{u_\lambda'(t)\}$ is bounded in $L^\infty((0,T);H)$, so in $L^2(0,T;H)$, too. Therefore, for some subsequence and some $w \in L^2(0,T;H)$ we have

$$u_{\lambda_k}' \to w \text{ in } L^2(0,T;H), \quad u_{\lambda_k} \to u \text{ in } C([0,T];H).$$

Passing to the limit in

$$u_{\lambda_k}(t) = u_0 + \int_0^t u_{\lambda_k}'(s) \, ds$$

gives

$$u(t) = u_0 + \int_0^t w(s) \, ds.$$ 

According to Proposition 3.21 $u$ has a derivative (weak and pointwise a.e.), namely $u' = w$. As the derivative is uniquely determined, it follows that $u_\lambda' \to u'$ in $L^2(0,T;H)$.
In order to prove (4.7) we observe that the subset \( K = \{ v : \|v(t)\|_H \leq \|A^0 u_0\|_H \text{ a.e.} \} \) of \( L^2(0, T; H) \) is convex and closed, hence weakly closed in \( L^2(0, T; H) \). Since \( u'_\lambda \in K \) and \( u'_\lambda \rightharpoonup u' \), it follows that \( u' \in K \). This proves (4.7).

It remains to prove that \(-u'(t) \in Au(t) \text{ a.e. in } (0, T)\). Let \( \tilde{A} : L^2(0, T; H) \to L^2(0, T; H) \) be the mapping from Lemma 4.2. As \( A_\lambda(u_\lambda(t)) \in AJ_\lambda(u_\lambda(t)) \) for all \( t > 0 \), we get

\[
A_\lambda \circ u_\lambda \in \tilde{A}(J_\lambda \circ u_\lambda) .
\]

Since \( \tilde{A} \) is m-accretive and \( A_\lambda \circ u_\lambda \rightharpoonup -u' \) as well as \( J_\lambda \circ u_\lambda \to u \) hold in \( L^2(0, T; H) \), we obtain \(-u' \in Au \) by Lemma 2.12, so \(-u'(t) \in Au(t) \text{ a.e. in } (0, T)\). \( \square \)

The next proposition provides uniqueness.

**Proposition 4.4** Let \( A : H \rightrightarrows H \) be accretive, let \( f, \hat{f} \in L^1(0, T; H) \), let \( u, \hat{u} \in W^{1,1}(0, T; H) \) solutions of

\[
u' + Au \ni f , \quad \hat{u}' + A\hat{u} \ni \hat{f} ,
\]

on some interval \([s,t]\). Then

\[
\|u(t) - \hat{u}(t)\| \leq \|u(s) - \hat{u}(s)\| + \int_s^t \|f(\tau) - \hat{f}(\tau)\| \, d\tau .
\]

**Proof:** Since \( A \) is accretive, we obtain a.e. on \([s,t]\) the estimate

\[
\|u(\tau) - \hat{u}(\tau)\| \frac{d}{d\tau} \|u(\tau) - \hat{u}(\tau)\| = \frac{d}{d\tau} \frac{1}{2} \|u(\tau) - \hat{u}(\tau)\|^2 = \langle u(\tau) - \hat{u}(\tau), u'(\tau) - \hat{u}'(\tau) \rangle \leq \langle u(\tau) - \hat{u}(\tau), f(\tau) - \hat{f}(\tau) \rangle \leq \|u(\tau) - \hat{u}(\tau)\| \|f(\tau) - \hat{f}(\tau)\| .
\]

Therefore,

\[
\frac{d}{d\tau} \|u(\tau) - \hat{u}(\tau)\| \leq \|f(\tau) - \hat{f}(\tau)\|
\]

holds a.e. on \([s,t]\). Integrating over \([s,t]\) yields (4.18). \( \square \)

Here are some further properties of the solution of \( u' + Au \ni 0 \).

**Proposition 4.5** In the situation of Proposition 4.4 the following holds:

(i) The solution \( u \) has a right derivative \( u'_+(t) \) in every point \( t \geq 0 \) which satisfies

\[
u'_+(t) + A^0 u(t) = 0 .
\]

(ii) The function \( t \mapsto A^0 u(t) \) is right-continuous.

(iii) The function \( t \mapsto \|A^0 u(t)\| \) is nonincreasing.

**Proof:** (ii) We first show that \( t \mapsto A^0 u(t) \) is right-continuous at 0. Let \( t_n \downarrow 0 \) such that \( A^0 u(t_n) \rightharpoonup \xi \). As \( u(t_n) \to u_0 \) we have \( \xi \in Au_0 \) by Lemma 2.12. Moreover, using (4.8),

\[
\|\xi\| \leq \liminf_{n \to \infty} \|A^0 u(t_n)\| \leq \|A^0 u_0\| .
\]

It follows that \( \xi = A^0 u_0 \). As therefore \( \xi \) does not depend upon the choice of the sequence \( \{t_n\} \), we see that \( A^0 u(t) \rightharpoonup A^0 u_0 \) for \( t \downarrow 0 \). Using again that \( \|A^0 u(t)\| \leq \|A^0 u_0\| \) we
conclude that \( A^0u(t) \to A^0u_0 \) as \( t \downarrow 0 \). Let now \( t_0 > 0 \) be arbitrary. The translate \( t \mapsto u(t_0 + t) \) uniquely solves the initial value problem for the initial value \( u(t_0) \); by what we have just proved, \( u \) is right-continuous at \( t_0 \).

(iii) Again considering the translate just mentioned we see that \( \|A^0u(t_0 + t)\| \leq \|A^0u(t_0)\| \) for all \( t > 0 \) by (4.8).

(i) Again using the translate we see that for all \( t \geq 0, h > 0 \)

\[
\frac{1}{h}\|u(t + h) - u(t)\| = \left\| \frac{1}{h} \int_t^{t+h} u'(s) \, ds \right\| \leq \|A^0u(t)\| .
\]

For \( h \to 0 \) the middle term converges to \( \|u_+'(t)\| \) a.e. in \( t \). Thus

\[
\|u'(t)\| \leq \|A^0u(t)\| , \quad -u'(t) \in Au(t) , \quad \text{a.e. in } t .
\]

Therefore, \( -u'(t) = A^0u(t) \) a.e. in \( t \). This implies

\[
\frac{u(t + h) - u(t)}{h} + \frac{1}{h} \int_t^{t+h} A^0u(s) \, ds = 0
\]

for all \( t \geq 0, h > 0 \). By (ii), the second term converges to \( A^0u(t) \) as \( h \to 0 \). Therefore, \( u_+(t) \) exists for all \( t \), and (iii) is proved. \( \square \)

We now consider the initial value problem with nonzero right side,

\[
u' + Au \ni f(t) , \quad u(0) = u_0 .
\]

(4.20)

**Proposition 4.6** Let \( A : H \rightrightarrows H \) be \( m \)-accretive, let \( u_0 \in D(A) \) and \( f \in W^{1,1}(0,T;H) \). Then there exists a unique \( u \in W^{1,1}(0,T;H) \) which solves (4.20) a.e. in \((0,T)\). Moreover, \( u \) is Lipschitz continuous and, for all \( t \geq 0, u(t) \in D(A) \) and \( u_+(t) \) exists.

**Proof:** One considers solutions \( u_\lambda \) of the auxiliary problems

\[
u' + A_\lambda u = f(t) , \quad u(0) = u_0 .
\]

and modifies the proof of Proposition 4.3 in a suitable manner. We refer to [20], Theorem IV.4.1. \( \square \)

In order to treat more general right sides and initial values, we generalize the notion of a solution on the basis of the estimate (4.18). Let \( f \in L^1(0,T;H) \) and \( u_0 \in \overline{D(A)} \) be given. Let \( f_n \in W^{1,1}(0,T;H) \) and \( u_0^n \in D(A) \) such that \( f_n \to f \) in \( L^1(0,T;H) \) and \( u_0^n \to u_0 \) in \( H \). Let \( u_n \in W^{1,1}(0,T;H) \) be the solution to \( f_n \) and \( u_0^n \) according to Proposition 4.6. Applying (4.18) with \( s = 0 \) and \( t = T \) to solutions \( u_n \) and \( u_m \) we obtain

\[
\|u_n - u_m\|_{C([0,T];H)} \leq \|u_0^n - u_0^m\|_H + \|f_n - f_m\|_{L^1(0,T;H)} .
\]

(4.21)

Therefore, \( \{u_n\} \) is a Cauchy sequence in \( C([0,T];H) \), so \( u_n \to u \) for some \( u \in C([0,T];H) \). This limit does not depend on the choice of the approximating sequence, so \( u \) is uniquely defined by this process. It is called the **generalized solution** of (4.20) for \( f \in L^1(0,T;H) \) and \( u_0 \in \overline{D(A)} \).

In the case where \( A = \partial \varphi \), the generalized solution is more regular than just an element of \( C([0,T];H) \), if \( f \) belongs to \( L^2 \).
Proposition 4.7 Let $A = \partial \varphi$ where $\varphi : H \to (-\infty, \infty]$ is convex, lower semicontinuous and proper. Let $f \in L^2(0, T; H)$ and $u_0 \in D(A)$. Then the generalized solution $u$ of (4.20) satisfies $u(t) \in D(A)$ a.e. in $(0, T)$ as well as

$$
\varphi \circ u \in L^1(0, T), \quad \sqrt{t}u' \in L^2(0, T; H).
$$

(4.22)

If moreover $u_0 \in D(\varphi)$, then

$$
\varphi \circ u \in L^\infty(0, T), \quad u' \in L^2(0, T; H).
$$

(4.23)

Proof: See Theorem IV.4.3 in [20].

Example 4.8 In a Hilbert space $H$ we consider

$$
u' + \partial \varphi(u) \ni f, \quad u(0) = u_0,
$$

(4.24)

where $\varphi = I_K$ is the indicator function of a closed convex subset $K$ of $H$. Since $\partial \varphi = N_K$, the normal cone, the differential inclusion becomes

$$
f(t) - u'(t) \in N_K(u(t)).
$$

This is equivalent to the evolution variational inequality

$$
\langle u'(t), v - u(t) \rangle \geq \langle f(t), v - u(t) \rangle \quad \text{for all } v \in K,
$$

$$
u(t) \in K.
$$

Example 4.9 In $H = L^2(\Omega)$ we consider

$$
u' + Au + \partial \varphi(u) \ni f, \quad u(0) = u_0,
$$

(4.25)

where $A = -\Delta$ (or a more general elliptic operator) and again $\varphi = I_K$ with $K \subset H$ closed and convex. One can show that under certain conditions the sum $A + \partial \varphi$ is m-accretive. The differential inclusion becomes

$$
f(t) - (u'(t) - \Delta u(t)) \in N_K(u(t)).
$$

This is equivalent to the evolution variational inequality

$$
\langle u'(t) - \Delta u(t), v - u(t) \rangle \geq \langle f(t), v - u(t) \rangle \quad \text{for all } v \in K,
$$

$$
u(t) \in K.
$$

Written more explicitly, the inequality has the form

$$
\int_\Omega (\partial_t u(t, x) - \Delta u(t, x))(v(x) - u(t, x)) \, dx \geq \int_\Omega f(t, x)(v(x) - u(t, x)) \, dx, \quad \text{for all } v \in K.
$$

\[\Box\]
5 The play and the stop operator

In this section we discuss the definition and some basic properties of the so-called play and stop operators.

**Rate independence.** Let \( \mathcal{W} \) be an operator which maps time-dependent functions \( u \) with values in an arbitrary set \( X \) to time-dependent functions \( w = \mathcal{W}[u] \) with values in some set \( Y \). Such an operator \( \mathcal{W} \) is called **rate independent** if it commutes with time transformations \( \psi : [a, b] \to [a, b] \) of the underlying time interval \([a, b] \),

\[
\mathcal{W}[u \circ \psi] = (\mathcal{W}[u]) \circ \psi.
\]

The time transformations are assumed to be nondecreasing,

\[ s \leq t \implies \psi(s) \leq \psi(t), \]

and surjective; in particular, \( \psi(a) = a, \psi(b) = b \) and \( \psi \) is continuous.

The operator \( \mathcal{W} \) is said to possess the **Volterra property**, if for every \( t \) the value \( w(t) \) does not depend upon the future values \( u(s), s > t \), of the function \( u \). A rate-independent operator which possesses the Volterra property is called a **hysteresis operator**.

In the period 1965 to 1985, a basic theory of hysteresis operators was developed by Krasnosel’skiı̆ and his group, see the monograph [12]. Other monographs in this tradition are [15, 21, 6, 13]. There is also the collection [4].

**The scalar play.** It arises when the diagonal \( w = u \) in the \( u-w \)-plane (which represents the identity operator \( w = Iu \) on functions) is split into two separate straight lines \( w = u - r \) und \( w = u + r \), where \( r > 0 \) is given. On the right line \( w = u - r \) one can only ascend, on the left line one can only descend, and in the region in between \( w \) has to remain constant.

If the input function \( u \) is continuous and monotone, this behaviour is described by

\[ w(t) = f_r(u(t), w(a)), \quad t \geq a, \]

where

\[
f_r(u, w) = \max\{u - r, \min\{u + r, w\}\}.
\]

If \( u : [a, b] \to \mathbb{R} \) is continuous and piecewise monotone with respect to the partition \( \{t_i\} \) of \([a, b]\) (that is, \( u \) is monotone on each subinterval \([t_i, t_{i+1}]\)), we set

\[ w(t) = f_r(u(t), w(t_i)), \quad t_i < t \leq t_{i+1}, \]

starting with

\[ w(a) = f_r(u(a), w_a) \]

\( w_a \in \mathbb{R} \) being a given initial value. In this manner we obtain an operator

\[ w = \mathcal{P}_r[u; w_a], \quad \mathcal{P}_r : C_{pm}[a, b] \times \mathbb{R} \to C_{pm}[a, b]. \]

Here, \( C_{pm}[a, b] \) denotes the space of all continuous and piecewise monotone functions on \([a, b]\) with values in \( \mathbb{R} \).

For \( r = 0 \) we get back the identity \( \mathcal{P}_0 = I \) since \( f_0(u, w) = u \).

**Maximum norm estimate.** The basic maximum estimate for the scalar play arises from a corresponding estimate for the function \( f_r \).
Lemma 5.1 We have
\[ |f_{r_1}(u_1, w_1) - f_{r_2}(u_2, w_2)| \leq \max\{ |u_1 - u_2| + |r_1 - r_2|, |w_1 - w_2| \} \tag{5.6} \]
for all \( r_j \geq 0, u_j, w_j \in \mathbb{R} \).

Proof. We have
\[ \begin{align*}
|\max\{x_1, y_1\} - \max\{x_2, y_2\}| &\leq \max\{ |x_1 - x_2|, |y_1 - y_2| \}, \\
|\min\{x_1, y_1\} - \min\{x_2, y_2\}| &\leq \max\{ |x_1 - x_2|, |y_1 - y_2| \},
\end{align*} \]
for all \( x_1, x_2, y_1, y_2 \in \mathbb{R} \). Consequently
\[ |f_{r_1}(u_1, w_1) - f_{r_2}(u_2, w_2)| \leq \max\{ |(u_1 - r_1) - (u_2 - r_2)|, |(u_1 + r_1) - (u_2 + r_2)|, |w_1 - w_2| \} \].
This implies the assertion. \( \square \)

Proposition 5.2 The operator \( \mathcal{P}_r \) defined in \( \text{(5.2) – (5.5)} \) can be extended uniquely to a Lipschitz continuous operator
\[ \mathcal{P}_r : C[a, b] \times \mathbb{R} \to C[a, b] , \]
and there holds
\[ \| \mathcal{P}_{r_1}[u_1; w_{a,1}] - \mathcal{P}_{r_2}[u_2; w_{a,2}] \|_{\infty} \leq \max\{ \| u_1 - u_2 \|_{\infty} + |r_1 - r_2|, |w_{a,1} - w_{a,2}| \} \tag{5.7} \]
for all \( u_1, u_2 \in C[a, b] \) and all \( w_{a,1}, w_{a,2} \in \mathbb{R} \).

Proof. Since \( C_{pm}[a, b] \) is dense in \( C[a, b] \) it suffices to show that \( \text{(5.7)} \) holds for \( u_1, u_2 \in C_{pm}[0, T] \). Let \( \{ t_i \} \) be a partition of \( [a, b] \) such that both \( u_1 \) and \( u_2 \) are monotone on all subintervals \( [t_i, t_{i+1}] \). By Lemma 5.1, on each subinterval, setting \( w_j(t) = \mathcal{P}_{r_j}[u_j; w_{a,j}](t) \),
\[ |w_1(t) - w_2(t)| \leq \max\{ \max_{s \in [a, t]} |u_1(s) - u_2(s)| + |r_1 - r_2|, |w_1(t_i) - w_2(t_i)| \} \]
for all \( t \in [t_i, t_{i+1}] \), therefore
\[ |w_1(t_{i+1}) - w_2(t_{i+1})| \leq \max\{ \| u_1 - u_2 \|_{\infty} + |r_1 - r_2|, |w_1(t_i) - w_2(t_i)| \} . \]
The assertion now follows by induction over \( i \). \( \square \)

The scalar stop. Let \( r \geq 0 \). For a given input \( u \in C[a, b] \) and initial value \( z_a \in [-r, r] \), the stop is defined by
\[ S_r[u; z_a] = u - \mathcal{P}_r[u; w_a] , \tag{5.8} \]
where \( w_a = u(a) - z_a \). Thus, the output functions
\[ z = S_r[u; z_a], \quad w = \mathcal{P}_r[u; w_a] \]
are related by
\[ u(t) = w(t) + z(t), \quad t \in [a, b] . \tag{5.9} \]

Variation norm estimate. Let \( u_1, u_2 : [a, b] \to \mathbb{R} \) be piecewise linear, let
\[ w_j = \mathcal{P}_r[u_j; w_{a,j}], \quad z_j = S_r[u_j; z_{a,j}], \quad j = 1, 2 , \]
such that
\[ w_j(a) + z_j(a) = u_j(a) . \]
Lemma 5.3 We have
\[
(\dot{w}_1(t) - \dot{w}_2(t))(z_1(t) - z_2(t)) \geq 0
\] (5.10)
for all except finitely many \( t \in (a, b) \).

Proof. By construction, the functions \( w_j \) and \( z_j \) are piecewise linear. Let \( t \) be a point of
continuity of \( \dot{w}_1 \) and \( \dot{w}_2 \). Assume without loss of generality that \( z_1(t) > z_2(t) \). Then
\[
z_1(t) > -r, \quad z_2(t) < r.
\]
We have two cases:
\[
z_1(t) < r \quad \Rightarrow \quad \dot{w}_1(t) = 0, \quad z_1(t) = r \quad \Rightarrow \quad \dot{w}_1(t) \geq 0.
\]
In both cases
\[
\dot{w}_1(t)(z_1(t) - z_2(t)) \geq 0.
\]
Analogously, \( z_2(t) < r \) implies that \( \dot{w}_2(t)(z_1(t) - z_2(t)) \leq 0 \).

Lemma 5.4 If \( u_1, u_2 \) are piecewise linear, we have
\[
|\dot{w}_1(t) - \dot{w}_2(t)| + \frac{d}{dt}|z_1(t) - z_2(t)| \leq |\dot{u}_1(t) - \dot{u}_2(t)|.
\] (5.11)
for all except finitely many \( t \in (a, b) \).

Proof. On intervals where \( z_1 = z_2 \) we have
\[
w_1 - w_2 = u_1 - z_1 + z_2 - u_2 = u_1 - u_2,
\]
thus (5.11) holds with equality. On intervals where \( z_1 \neq z_2 \) we obtain from (5.10) that
\[
|\dot{w}_1(t) - \dot{w}_2(t)| = (\dot{w}_1(t) - \dot{w}_2(t))\text{sign}(z_1(t) - z_2(t)).
\]
Moreover
\[
\frac{d}{dt}|z_1(t) - z_2(t)| = (\dot{z}_1(t) - \dot{z}_2(t))\text{sign}(z_1(t) - z_2(t)).
\]
Adding the previous two equations yields the assertion. \( \square \)

For \( u \in W^{1,1}(a, b) \) we define
\[
\|u\|_{BV} = |u(a)| + \text{var}(u) = |u(a)| + \int_a^b |\dot{u}(t)| \, dt
\] (5.12)

Proposition 5.5 Let \( u_1, u_2 \in W^{1,1}(a, b) \), \( w_{a,1}, w_{a,2} \in \mathbb{R} \). Then \( w_j = \mathcal{P}_r[u_j; w_{a,j}] \) satisfy
\[
\text{var}(w_2 - w_1) \leq \text{var}(u_2 - u_1) + |u_2(a) - u_1(a)| + |w_2(a) - w_1(a)|.
\] (5.13)
Consequently,
\[
\mathcal{P}_r : W^{1,1}(a, b) \times \mathbb{R} \rightarrow W^{1,1}(a, b)
\]
is Lipschitz continuous, and the same holds for \( S_r \).
Proof. Assume first that \( u_1, u_2 \) are piecewise linear. Set \( z_j = S_r[u_j; u_j(a) - w_j(a)] \), then by virtue of (5.11)

\[
\int_a^b |\dot{w}_2(t) - \dot{w}_1(t)|
\]

which proves (5.13). This and the estimate

\[
|w_2(a) - w_1(a)| \leq \max\{ |u_2(a) - u_1(a)|, |w_{a,2} - w_{a,1}| \}
\]

yields the Lipschitz continuity for piecewise linear input functions. Since those functions are dense in \( W^{1,1}(a, b) \), all assertions extend to \( W^{1,1}(a, b) \).

It is no coincidence that the maximum norm and the total variation norm enter the basic estimates. Both norms are (in contrast to other usual norms) invariant w.r.t. time transformations \( \psi \), that is,

\[
\| u \circ \psi\|_{\infty} = \| u \|_{\infty}, \quad \| u \circ \psi\|_{1,1} = \| u \|_{1,1}.
\]

The scalar stop as a variational inequality. Given \( u : [a, b] \to \mathbb{R} \) and \( z_a \in [-r, r] \), we look for \( z : [a, b] \to \mathbb{R} \) such that

\[
(\dot{z}(t) - \dot{u}(t))(\zeta - z(t)) \geq 0 \quad \forall \ \zeta \in [-r, r], \ \text{a.e. in} \ [a, b],
\]

\[
z(t) \in [-r, r] \quad \forall \ t \in [a, b], \quad z(a) = z_a.
\]

A function \( z \in W^{1,1}(a, b) \) solves (5.14) if and only if

\[
\dot{z} = \dot{u} \ \text{a.e. on} \ \{|z| < r\},
\]

\[
\dot{z} = 0 \ \text{and} \ \dot{u} \geq 0 \ \text{a.e. on} \ \{z = r\},
\]

\[
\dot{z} = 0 \ \text{and} \ \dot{u} \leq 0 \ \text{a.e. on} \ \{z = -r\}.
\]

This coincides with the properties of the construction given above for the scalar play, taking into account (5.8) and (5.9).

The vector stop and play. Now, the functions \( u \) and \( z \) take values in some real Hilbert space \( H \) instead of \( \mathbb{R} \). The interval \([-r, r]\) is replaced by a closed convex set \( Z \), the product in (5.14) by the scalar product in \( H \). Given \( u : [a, b] \to H \) and \( z_a \in Z \), we look for \( z : [a, b] \to Z \) such that

\[
\langle \dot{z}(t) - \dot{u}(t), \zeta - z(t) \rangle \geq 0 \quad \forall \ \zeta \in Z, \ \text{a.e. in} \ [a, b],
\]

\[
z(t) \in Z \quad \forall \ t \in [a, b], \quad z(a) = z_a.
\]

We assume that \( u \in W^{1,1}(a, b; H) \), that is, the weak derivative \( \dot{u} \) exists and is an element of \( L^1(a, b; H) \), the space of \( H \)-valued Bochner integrable functions. These functions have the property that

\[
u(t) - u(s) = \int_s^t \dot{u}(\tau) \, d\tau
\]

holds for all \( s, t \in [a, b] \).
It turns out that for any given input $u \in W^{1,1}(0,T;H)$ and initial value $z_a$ there exists a unique solution $z \in W^{1,1}(0,T;H)$ of (5.16). A proof can be found in [14], Theorem 4.1 and Proposition 4.1 as well as in [13]; the uniqueness part is given in Proposition 5.6 below. In the next section, we will present the existence proof as developed in the energetic approach.

Thus, the solution operator $(u,z_a) \mapsto z$ is well-defined; it is called the vector stop operator. We write

$$z = S_Z[u; z_a].$$

(5.17)

The corresponding vector play operator

$$w = P_Z[u; z_a]$$

should satisfy

$$u(t) = w(t) + z(t), \quad t \in [a,b].$$

(5.19)

We achieve this by simply setting

$$P_Z[u; z_a] = u - S_Z[u; z_a].$$

The system

$$u(t) = w(t) + z(t)$$

$$\langle \dot{w}(t), z(t) - \zeta \rangle \geq 0 \quad \forall \zeta \in Z, \text{ a.e. in } (a,b),$$

$$z(t) \in Z \quad \forall \ t \in [a,b], \quad z(a) = z_a,$$

(5.20)

is obviously equivalent to (5.16).

The rate independence of $S_Z$ and thus of $P_Z$ can be checked directly from the definitions. The Volterra property is a direct consequence of Proposition 5.6 below. Thus, $S_Z$ and $P_Z$ are hysteresis operators.

Assume that $w, z \in W^{1,1}(a,b)$ are solutions of (5.20). We have

$$\langle \dot{w}(t), \dot{z}(t) \rangle = 0 \quad \text{a.e. in } (a,b).$$

(5.21)

Indeed, (5.21) follows from the variational inequality (5.20) by testing with $\zeta = z(t \pm h)$ for $h > 0$, dividing by $h$ and letting $h$ go to 0. The decomposition

$$\dot{u}(t) = \dot{w}(t) + \dot{z}(t), \quad \text{a.e. in } (a,b),$$

(5.22)

splits $\dot{u}(t)$ into its normal and its tangential part at $z(t)$; namely,

$$\dot{w}(t) \in N_Z(z(t)) = \{y : \langle y, \zeta - z(t) \rangle \leq 0 \text{ for all } \zeta \in Z\}$$

$$\dot{z}(t) \in T_Z(z(t)) = \text{cone}(Z - z(t)).$$

(5.23)

As a further consequence of (5.21) and (5.22), $|\dot{w}|^2 = \langle \dot{u}, \dot{w} \rangle$ as well as $|\dot{z}|^2 = \langle \dot{u}, \dot{z} \rangle$, so

$$|\dot{w}(t)| \leq |\dot{u}(t)|, \quad |\dot{z}(t)| \leq |\dot{u}(t)|, \quad \text{a.e. in } (a,b).$$

(5.24)

We now prove uniqueness and stability of the solution $z$ of (5.16) using the standard monotonicity argument.
Proposition 5.6 Let \( z_1, z_2 \in W^{1,1}(a,b; H) \) be solutions of (5.20) for given functions \( u_1, u_2 \in W^{1,1}(a,b; H) \) and initial values \( z_{a,1}, z_{a,2} \). Then we have

\[
|z_1(t) - z_2(t)| \leq |z_{a,1} - z_{a,2}| + \int_a^t |\dot{u}_1(\tau) - \dot{u}_2(\tau)| d\tau
\]  

(5.25)

for all \( t \in [a,b] \). In particular, the solution of (5.16) is unique.

Proof: For almost all \( t \) we have

\[
|\dot{z}_1(t) - \dot{z}_2(t)| \cdot |z_1(t) - z_2(t)| = \frac{d}{dt} |z_1(t) - z_2(t)|^2 = \langle \dot{z}_1(t) - \dot{z}_2(t), z_1(t) - z_2(t) \rangle = \langle \dot{u}_1(t) - \dot{u}_2(t), z_1(t) - z_2(t) \rangle - \langle \dot{w}_1(t) - \dot{w}_2(t), z_1(t) - z_2(t) \rangle \leq \langle \dot{u}_1(t) - \dot{u}_2(t), z_1(t) - z_2(t) \rangle \leq |\dot{u}_1(t) - \dot{u}_2(t)| |z_1(t) - z_2(t)|
\]

due to the variational inequality. Therefore

\[
\frac{d}{dt} |z_1(t) - z_2(t)| \leq |\dot{u}_1(t) - \dot{u}_2(t)|
\]

for almost all \( t \). Integrating over \([a,t]\) yields the assertion. \( \square \)

We refer to [14] for several refined stability results for the vector stop and play operators.
6 Energetic Solutions

In the previous section, the existence of a solution of the variational inequality defining the vector stop operator remained open. We now prove existence with the energetic approach, developed by A. Mielke and several co-workers, see the monograph [17] and the references therein.

The energetic approach is based on two potentials which depend on time, typically via a time-dependent function like an external force; their interaction generates a solution, which is a time-dependent function. This approach deals with rate-independent problems in a natural manner. It has created a unifying framework for many different problems arising in mechanics.

The scalar play operator $P_r$ can be used to illustrate “in a nutshell” some basic ingredients of the energetic approach.

Let $u \in W^{1,1}(a,b)$ be given. The function $w = P_r[u; w_u]$ satisfies

$$\left(w(t) - u(t)\right)\dot{w}(t) + r|\dot{w}(t)| = 0, \quad \text{a.e. in } (a,b). \quad (6.1)$$

We consider an energy $E: [a,b] \times \mathbb{R} \to \mathbb{R},$

$$E(t, q) = \frac{1}{2}(q - u(t))^2, \quad D_q E(t, q) = q - u(t), \quad (6.2)$$

and a dissipation potential $R: \mathbb{R} \to \mathbb{R}_+,$

$$R(v) = r|v|, \quad \partial R(v) = r\text{sign}(v). \quad (6.3)$$

Here, “sign” stands for the set-valued sign function with $\text{sign}(0) = [-1, 1]$, and $\partial R$ denotes the subdifferential of $R$ in the sense of convex analysis. We note that

$$R(v) = \partial R(v) \cdot v = r|v|, \quad \text{for all } v \in \mathbb{R}. \quad (6.4)$$

In terms of $E$ and $R,$ (6.1) becomes (we omit the phrase “a.e. in $(a,b)$”)

$$D_q E(t, w(t))\dot{w}(t) + R(\dot{w}(t)) = 0. \quad (6.5)$$

Since $|w(t) - u(t)| \leq r$ holds for the play, (6.2) and (6.3) imply

$$D_q E(t, w(t))v + R(v) \geq 0, \quad \text{for all } v \in \mathbb{R}. \quad (6.6)$$

Moreover, dividing (6.1) by $\dot{w}(t)$ yields

$$D_q E(t, w(t)) + \partial R(\dot{w}(t)) \ni 0. \quad (6.7)$$

When applying the energetic approach to problems from mechanics, equations (6.5), (6.6) and (6.7) – for the appropriate energy and dissipation potentials, of course – can be interpreted as a power balance (or local energy balance), a local stability condition, and a force balance, respectively. (The play operator corresponds to the modeling of dry friction in 1D, see [17] .)
The local stability condition \([6.6]\) can be replaced by a global stability condition, since \(q \mapsto \mathcal{E}(t, q)\) is convex. Indeed, the convex function

\[
g(q) = \mathcal{E}(t, q) + \mathcal{R}(q - w(t))
\]
satisfies \(\partial g(w(t)) = w(t) - u(t) + r \text{sign}(0) \ni 0\). Thus, \(w(t)\) is a global minimizer of \(g\), and we obtain the global stability condition

\[
(S) \quad \mathcal{E}(t, w(t)) \leq \mathcal{E}(t, q) + \mathcal{R}(q - w(t)), \quad \text{for all } q \in \mathbb{R}, \ t \in [a, b]. \quad (6.8)
\]
The power balance, too, can be transformed into a global condition. As

\[
\mathcal{E}(b, w(b)) - \mathcal{E}(a, w(a)) = \int_a^b D_t \mathcal{E}(t, w(t)) + D_q \mathcal{E}(t, w(t)) \dot{w}(t) \, dt
\]
holds, using \([6.5]\) we obtain the global energy balance

\[
\mathcal{E}(b, w(b)) + \int_a^b \mathcal{R}(\dot{w}(t)) \, dt = \mathcal{E}(a, w(a)) + \int_a^b D_t \mathcal{E}(t, w(t)) \, dt. \quad (6.9)
\]
For \(\mathcal{R}\) as in \([6.3]\), the integral on the left side equals \(r \text{var}(w)\). Thus, we may write \([6.9]\) in the form

\[
(E) \quad \mathcal{E}(b, w(b)) + \sup_{\Delta} \sum_j \mathcal{R}(w(t_j) - w(t_{j-1})) = \mathcal{E}(a, w(a)) + \int_a^b D_t \mathcal{E}(t, w(t)) \, dt, \quad (6.10)
\]
where the sup ranges over all finite partitions \(\Delta = \{t_j\}\) of \([a, b]\). This equation no longer includes derivatives except those of the “driving function” \(u\), as \(D_t \mathcal{E}(t, q) = q - \dot{u}(t)\).

The function \(w = \mathcal{P}_r[w; z_0]\) solves \([6.8]\) and \([6.10]\). Such solutions are called energetic solutions of the system defined by \(\mathcal{E}\) and \(\mathcal{R}\).

**Coercive quadratic energies.** This subsection is based on the exposition in Section 3.5 of \([17]\) and Section 2 of \([16]\).

The setting of the problem is as follows. Let \(Q\) be a real Hilbert space with dual \(Q^*\). We define the energy

\[
\mathcal{E}(t, q) = \frac{1}{2} \langle Aq, q \rangle - \langle \ell(t), q \rangle, \quad \mathcal{E} : [a, b] \times Q \to \mathbb{R}. \quad (6.11)
\]
Here, \(\ell \in W^{1,1}(a, b; Q^*)\) is the function which drives the evolution. The operator \(A : Q \to Q^*\) is linear, bounded, symmetric and positive definite; in particular, we have

\[
\langle Aq, p \rangle = \langle Ap, q \rangle, \quad \alpha_0|q|^2 \leq \langle Aq, q \rangle \leq \alpha_1|q|^2, \quad \text{for all } p, q \in Q \quad (6.12)
\]
for some numbers \(\alpha_0, \alpha_1 > 0\). The brackets \(\langle \cdot, \cdot \rangle\) denote the duality pairing on \(Q^* \times Q\), and \(| \cdot |\) denotes the norm on \(Q\).

The dissipation potential \(\mathcal{R} : Q \to [0, +\infty]\) is assumed to be lower semicontinuous, convex and positively 1-homogeneous, that is, \(\mathcal{R}(\lambda q) = \lambda \mathcal{R}(q)\) for all \(\lambda > 0\).\(^1\) and we assume that \(\mathcal{R}(0) = 0\).\(^2\)

\(^1\) Note that for convex functionals on a Hilbert space, the four notions of semicontinuity (weak/strong, sequential/topological) are equivalent. Note also that \(\mathcal{R}\) satisfies the triangle inequality, as \(\mathcal{R}(p + q) = 2\mathcal{R}((p + q)/2) \leq \mathcal{R}(p) + \mathcal{R}(q)\).

\(^2\) Thus, \(0 \in \partial \mathcal{R}(0)\); in particular, \(\partial \mathcal{R}(0)\) is not empty.
There is no coercivity assumption for $\mathcal{R}$, as the coercivity of $A$ assumed above is all what is needed. Moreover, $A : Q \to Q^*$ is a Hilbert space isomorphism, and

$$|q|_A = \sqrt{\langle Aq, q \rangle}$$  \hspace{1cm} (6.13)

defines a norm which by (6.12) is equivalent to $| \cdot |$.

Given an initial condition

$$q(a) = q_a \in Q,$$  \hspace{1cm} (6.14)

we want to prove the existence of an energetic solution $q \in W^{1,1}(a,b)$ of the problem above; that is, the function $q$ should satisfy the conditions (S) and (E), see (6.8) and (6.10), in place of $w$, and with $Q$ in place of $\mathbb{R}$. Since we require the condition (S) to hold at the initial time $t = a$, too, this restricts the choice of $q_a$.

The general frame of the proof is a common one. One discretizes in time, solves a finite sequence of time-discrete problems, proves a priori estimates, goes back to continuous time via interpolation, obtains a candidate for the continuous solution by compactness, and finally shows that this candidate indeed solves the problem. The difficulty, of course, lies in carrying out this program.

**The time-discrete problem.** Let $\Delta^N = \{t_k\}$ be the equidistant partition of $[a,b]$ with $a = t_0 < \cdots < t_N = b$. Assume that $q_{k-1} \in Q$ is already constructed. Then $q_k \in Q$ is chosen as a solution of

$$\min_{p \in Q} \mathcal{E}(t_k, p) + \mathcal{R}(p - q_{k-1}).$$  \hspace{1cm} (6.15)

In order to analyze this problem, let

$$J(p) = \mathcal{E}(t, p) + \mathcal{R}(p - q_{in}), \quad t \in [a, b], \quad q_{in} \in Q.$$  

Since $J$ is coercive, strictly convex and lower semicontinuous, it has a unique minimizer $q_* \in Q$. An explicit computation which uses the quadratic structure of $\mathcal{E}$ and the convexity of $\mathcal{R}$ yields, for $0 < \lambda \leq 1$,

$$0 \leq \frac{J(q_*) + \lambda(p - q_*) - J(q_*)}{\lambda} \leq (\mathcal{E}(t, p) + \mathcal{R}(p - q_{in})) - (\mathcal{E}(t, q_*) + \mathcal{R}(q_* - q_{in})) - \frac{1 - \lambda}{2} \langle A(p - q_*), p - q_* \rangle.$$  

Passing to the limit $\lambda \to 0$, we arrive at

$$\mathcal{E}(t, q_*) + \mathcal{R}(q_* - q_{in}) + \frac{1}{2} \langle A(p - q_*), p - q_* \rangle \leq \mathcal{E}(t, p) + \mathcal{R}(p - q_{in}), \quad \forall \ p \in Q.$$  

For problem (6.15), this becomes

$$\mathcal{E}(t_k, q_k) + \mathcal{R}(q_k - q_{k-1}) + \frac{1}{2} |p - q_k|^2_A \leq \mathcal{E}(t_k, p) + \mathcal{R}(p - q_{k-1}), \quad \forall \ p \in Q.$$  \hspace{1cm} (6.16)

This implies (triangle inequality for $\mathcal{R}$)

$$\mathcal{E}(t_k, q_k) \leq \mathcal{E}(t_k, p) + \mathcal{R}(p - q_k), \quad \forall \ p \in Q.$$  \hspace{1cm} (6.17)
Discrete a priori estimates. We insert \( p = q_{k-1} \) in (6.16) and obtain

\[
\mathcal{E}(t_k, q_k) + \mathcal{R}(q_k - q_{k-1}) + \frac{1}{2}|q_{k-1} - q_k|^2_A \leq \mathcal{E}(t_k, q_{k-1}).
\]

Replacing \( k \) with \( k + 1 \) we get

\[
\mathcal{E}(t_{k+1}, q_{k+1}) + \mathcal{R}(q_{k+1} - q_k) + \frac{1}{2}|q_k - q_{k+1}|^2_A \leq \mathcal{E}(t_{k+1}, q_k). \tag{6.18}
\]

Inserting \( p = q_{k+1} \) in (6.16) gives

\[
\mathcal{E}(t_k, q_k) + \mathcal{R}(q_k - q_{k-1}) + \frac{1}{2}|q_{k+1} - q_k|^2_A \leq \mathcal{E}(t_k, q_{k+1}) + \mathcal{R}(q_{k+1} - q_{k-1}).
\]

Rearranging yields, again with the aid of the triangle inequality,

\[
\frac{1}{2}|q_{k+1} - q_k|^2_A \leq \mathcal{E}(t_k, q_{k+1}) - \mathcal{E}(t_k, q_k) + \mathcal{R}(q_{k+1} - q_k),
\]

Adding inequality (6.18) to this inequality we next obtain

\[
|q_{k+1} - q_k|^2_A \leq \mathcal{E}(t_k, q_{k+1}) - \mathcal{E}(t_k, q_k) + \mathcal{E}(t_{k+1}, q_k) - \mathcal{E}(t_{k+1}, q_{k+1}). \tag{6.19}
\]

It follows that

\[
|q_{k+1} - q_k|^2_A \leq \int_{t_k}^{t_{k+1}} -\partial_t \mathcal{E}(t, q_{k+1}) + \partial_t \mathcal{E}(t, q_k) \, dt = \int_{t_k}^{t_{k+1}} \left\langle \dot{\ell}(t), q_{k+1} - q_k \right\rangle \, dt
\]

\[
= \langle \ell(t_{k+1}) - \ell(t_k), q_{k+1} - q_k \rangle \leq \|\ell(t_{k+1}) - \ell(t_k)\|_{\mathcal{H}} \cdot |q_{k+1} - q_k|
\]

\[
\leq \|\ell(t_{k+1}) - \ell(t_k)\|_{\mathcal{H}} \cdot |q_{k+1} - q_k|_A,
\]

so

\[
|q_{k+1} - q_k|_A \leq \alpha_0^{-1/2} |\ell(t_{k+1}) - \ell(t_k)|_{\mathcal{H}}. \tag{6.20}
\]

This yields the discrete a priori estimate (now we write \( \bar{q}_k^N \) for \( q_k \))

\[
|\bar{q}_k^N|_A \leq |a|_A + \alpha_0^{-1/2} \int_a^b \|\dot{\ell}(t)\|_{\mathcal{H}} \, dt \tag{6.21}
\]

which is valid for all \( k \) and all \( N \).

Continuous interpolation. Let \( \bar{q}_N \) denote the piecewise affine interpolant of \( \{t_k^N, q_k^N\}_k \) and \( \bar{q}_N \) the piecewise constant interpolant with \( \bar{q}_N = q_{k-1}^N \) on \( [t_{k-1}^N, t_k^N] \). Then \( \bar{q}_N \in C([a, b]; Q), \bar{q}_N \in L^\infty(a, b; Q), \) and (6.21) implies

\[
\|\bar{q}_N\|_\infty \leq |a|_A + C \int_a^b \|\dot{\ell}(t)\|_{\mathcal{H}} \, dt, \quad \|\bar{q}_N\|_\infty \leq |a|_A + C \int_a^b \|\dot{\ell}(t)\|_{\mathcal{H}} \, dt. \tag{6.22}
\]

Moreover, for all \( s \leq t \) in \([a, b]\),

\[
|\bar{q}_N(t) - \bar{q}_N(s)| \leq C \left( \int_s^t \|\dot{\ell}(\tau)\|_{\mathcal{H}} \, d\tau + \delta_N \right), \quad \|\bar{q}_N - \bar{q}_N\|_\infty \leq C\delta_N, \tag{6.23}
\]

for some \( \delta_N \to 0 \), since \( t \mapsto \|\dot{\ell}(t)\|_{\mathcal{H}} \) is integrable.
Convergent subsequence. The estimates [6.22] and [6.23] imply that the sequence \( \{q^N\}_N \) is equicontinuous and bounded in \( C([a,b]; Q) \). A variant of the Arzela-Ascoli theorem now implies that for some subsequence, denoted by \( \{q^m\} \), the values \( q^m(t) \) weakly converge to some \( q(t) \) \( \in Q \) pointwise in \( t \). By [6.23], also \( \overline{q}^m(t) \to q(t) \) pointwise in \( t \). Moreover, the weak lower semicontinuity of the norm in \( Q \), theorem now implies that for some subsequence, denoted by \( \{q^m\}_N \), the values \( |q(t) - q(s)| \leq C \int_s^t |\dot{q}(\tau)|Q^* d\tau \) (6.24)
for \( s, t \in [a, b] \). Therefore, \( q \in W^{1,1}(a,b; Q) \) and \( |\dot{q}(t)| \leq \|\dot{q}(t)\|_Q^* \) a.e. in \( (a,b) \).

The quadratic trick. When \( v_n \to v \) in \( Q \), the quadratic terms \( \langle Av_n, v_n \rangle \) need not converge to \( \langle Av, v \rangle \). But for fixed \( w \in Q \), we nevertheless have
\[
\langle A(v_n + w), v_n + w \rangle - \langle Av_n, v_n \rangle \to \langle A(v + w), v + w \rangle - \langle Av, v \rangle ,
\]
since the terms \( \langle Av_n, v_n \rangle \) cancel. As a consequence, when \( t_n \to t \) in \( [a, b] \) and \( v_n \to v \) in \( Q \), we get
\[
\mathcal{E}(t_n, v_n + w) - \mathcal{E}(t_n, v_n) \to \mathcal{E}(t, v + w) - \mathcal{E}(t, v) .
\]
This is relevant for the next step.

The limit function \( q \) satisfies (S). Let \( t \in [a, b] \), \( t > a \). Given \( N \in \mathbb{N} \), choose \( k = k(N) \) with \( t_k^N \leq t < t_{k+1}^N \), thus \( q_k^N = \overline{q}(t) \). According to (6.17),
\[
\mathcal{E}(t_k^N, \overline{q}(t)) \leq \mathcal{E}(t_k^N, p) + R(p - \overline{q}(t))
\]
for all \( p \in Q \). We replace \( p = p + \overline{q}(t) - q(t) \) and obtain
\[
\mathcal{E}(t_k^N, \overline{q}(t)) \leq \mathcal{E}(t_k^N, p + \overline{q}(t) - q(t)) + R(p - q(t))
\]
We pass to the subsequence \( \overline{q}^m \) with \( \overline{q}^m(t) \to q(t) \) and apply the quadratic trick to obtain
\[
\mathcal{E}(t, q(t)) \leq \mathcal{E}(t, p) + R(p - q(t)) \quad \text{for all } p \in Q, \ t \in (a, b].
\]

The condition on the initial value. In order that (6.25) also holds for \( t = a \), the initial value \( q_a = q(a) \) has to be a minimizer of
\[
J(p) = \mathcal{E}(a, p) + R(p - q_a) = \frac{1}{2} \langle Ap, p \rangle - \langle \ell(a), p \rangle + R(p - q_a) .
\]
As \( J \) is convex, this is equivalent to
\[
0 \in \partial J(q_a) = Aq_a - \ell(a) + \partial R(0) .
\]
This in turn is equivalent to
\[
q_a \in A^{-1}(\ell(a) - Z) , \quad Z := \partial R(0) .
\]

The limit function \( q \) satisfies “\( \leq \)” in (E). Let \( t \in [a, b] \), let \( \Delta = \{\tau_j\} , 0 \leq j \leq M \) be an arbitrary partition of \( [a, t] \), let \( \Delta^N \) the partition which was used in the time-discrete step. From (6.16) with \( p = q_{k-1}^N \) we obtain
\[
\mathcal{E}(t_k^N, q_k^N) + R(q_k^N - q_{k-1}^N) \leq \mathcal{E}(t_k^N, q_{k-1}^N) = \mathcal{E}(t_{k-1}^N, q_{k-1}^N) + \int_{t_{k-1}^N}^{t_k^N} D_t \mathcal{E}(s, q_{k-1}^N) ds .
\]
If \( t \in [t_k^N, t_{k+1}^N] \), we have
\[
\mathcal{E}(t, q^N(t)) + \sum_{i=1}^{k} \mathcal{R}(q_i^N - q_{i-1}^N) = \mathcal{E}(t_k^N, q_k^N) + \int_{t_k^N}^{t} D_t \mathcal{E}(s, q_k^N) \, ds + \sum_{i=1}^{k} \mathcal{R}(q_i^N - q_{i-1}^N).
\]

On the right side we successively use (6.27) and get
\[
\mathcal{E}(t, \bar{q}^N(t)) + \sum_{i=1}^{k} \mathcal{R}(\bar{q}(t_i^N) - \bar{q}(t_{i-1}^N)) \leq \mathcal{E}(a, q(a)) + \int_{a}^{t} D_t \mathcal{E}(s, \bar{q}^N(s)) \, ds.
\]

The left side does not change if we replace the points from \( \Delta^N \) by those from \( \Delta \cup \Delta^N \); the inequality persists if we only use those from \( \Delta \). Thus
\[
\mathcal{E}(t, \bar{q}^N(t)) + \sum_{j=1}^{M} \mathcal{R}(\bar{q}(\tau_j^N) - \bar{q}(\tau_{j-1}^N)) \leq \mathcal{E}(a, q(a)) - \int_{a}^{t} \left\langle \hat{\ell}(s), \bar{q}^N(s) \right\rangle \, ds.
\]

Passing to the limes inferior for the subsequence with \( \bar{q}^m(t) \to q(t) \) we obtain
\[
\mathcal{E}(t, q(t)) + \sum_{j=1}^{M} \mathcal{R}(q(\tau_j) - q(\tau_{j-1})) \leq \mathcal{E}(a, q(a)) - \int_{a}^{t} \left\langle \hat{\ell}(s), q(s) \right\rangle \, ds.
\]

Taking the supremum w.r.t all partitions \( \Delta \) of \([a, t]\) yields the assertion.

**The limit function \( q \) satisfies “\( \geq \) in (E).** Let \( t \in [a, b], \) let \( \Delta = \{\tau_j\}, 0 \leq j \leq M, \) be an arbitrary partition of \([a, t].\) For \( j \in \{1, \ldots, M\} \) we obtain, due to (6.25),
\[
\mathcal{E}(\tau_j, q(\tau_j)) + \mathcal{R}(q(\tau_j) - q(\tau_{j-1})) = \int_{\tau_{j-1}}^{\tau_j} D_t \mathcal{E}(s, q(\tau_j)) \, ds + \mathcal{E}(\tau_{j-1}, q(\tau_{j-1})) + \mathcal{R}(q(\tau_j) - q(\tau_{j-1})) \geq \int_{\tau_{j-1}}^{\tau_j} D_t \mathcal{E}(s, q(\tau_j)) \, ds + \mathcal{E}(\tau_{j-1}, q(\tau_{j-1})).
\]

Let \( q_{\Delta} \) be the piecewise constant interpolant of \( q \) on \( \Delta \) with \( q_{\Delta}(s) = q(\tau_j) \) for \( s \in (\tau_{j-1}, \tau_j]. \) Summing over \( j \) we obtain, since \( t = \tau_M, \)
\[
\mathcal{E}(t, q(t)) + \sum_{j=1}^{M} \mathcal{R}(q(\tau_j) - q(\tau_{j-1})) \geq \mathcal{E}(a, q(a)) - \int_{a}^{t} \left\langle \hat{\ell}(s), q_{\Delta}(s) \right\rangle \, ds.
\]

As \( \hat{\ell} \in L^1(a, b; Q^*) \) and \( q_{\Delta} \) converges pointwise to the bounded function \( q \) as \( |\Delta| \to 0, \) passing to the supremum w.r.t. \( \Delta \) yields
\[
\mathcal{E}(t, q(t)) + \sup_{\Delta} \sum_{j=1}^{M} \mathcal{R}(q(\tau_j) - q(\tau_{j-1})) \geq \mathcal{E}(a, q(a)) + \int_{a}^{t} D_t \mathcal{E}(s, q(s)) \, ds. \quad (6.28)
\]

This proves the claim.

We summarize the existence result.
Theorem 6.1 Let the assumptions on the energy functional $\mathcal{E}$ and the dissipation functional $\mathcal{R}$ be satisfied, as they are described in the subsection above where (6.11) - (6.14) are stated. Then for every $q_a \in A^{-1}(t(a) - Z)$, $Z = \partial \mathcal{R}(0)$, there exists an energetic solution $q \in W^{1,1}(a,b : Q)$ with $q(a) = q_a$, that is, a solution which satisfies

\[(S) \quad \mathcal{E}(t, q(t)) \leq \mathcal{E}(t, p) + \mathcal{R}(p - q(t)), \quad \text{for all } p \in Q, \ t \in [a, b], \quad (6.29)\]

as well as

\[(E) \quad \mathcal{E}(t, q(t)) + \sup_{\Delta} \sum_j \mathcal{R}(q(t_j) - q(t_{j-1})) = \mathcal{E}(a, q(a)) + \int_a^t D_s \mathcal{E}(s, q(s)) \, ds, \quad (6.30)\]

for all $t \in [a, b]$, where the supremum is taken over all partitions $\Delta = \{t_j\}$ of $[a, t]$.

In the case considered here (coercive quadratic energy), uniqueness and continuous dependence on data also holds, see [17], Proposition 3.5.5.

From the energetic solution to the vector stop and play.

The starting point is the formula, valid for the energetic solution $q$,

$$\int_r^t \mathcal{R}(\dot{q}(s)) \, ds = \sup_{\Delta} \sum_j \mathcal{R}(q(t_j) - q(t_{j-1}))$$

(6.31)

where $\Delta$ ranges over all partitions $\Delta$ of an arbitrary subinterval $[r, t]$ of $[a, b]$. (See the appendix below after (6.55).) We use the chain rule for $t \mapsto \mathcal{E}(t, q(t))$ and get from (E) and (6.31)

$$\int_r^t \langle D_q \mathcal{E}(s, q(s)), \dot{q}(s) \rangle + \mathcal{R}(\dot{q}(s)) \, ds = 0.$$  

(6.32)

Since $r$ and $t$ are arbitrary, we may pass to the pointwise form

$$\langle D_q \mathcal{E}(t, q(t)), \dot{q}(t) \rangle + \mathcal{R}(\dot{q}(t)) = 0, \quad \text{a.e. in } (a, b). \quad (6.33)$$

On the other hand, $q(t)$ minimizes $p \mapsto \mathcal{E}(t, p) + \mathcal{R}(p - q(t))$ due to the stability condition (S), so

$$0 \in D_q \mathcal{E}(t, q(t)) + \partial \mathcal{R}(0). \quad (6.34)$$

The correspondence between the energetic solution and the vector stop resp. play operator is based on a correspondence between the dissipation functional $\mathcal{R} : Q \to [0, +\infty]$ and the closed convex set $\partial \mathcal{R}(0) \subset Q^*$.

At this point we need some results from convex analysis.

Proposition 6.2 Let $\mathcal{R} : Q \to [0, \infty]$ be convex, lower semicontinuous and positively $1$-homogeneous with $\mathcal{R}(0) = 0$. Then

$$\partial \mathcal{R}(0) = \{\zeta : \langle \zeta, v \rangle \leq \mathcal{R}(v) \text{ for all } v \in Q\}, \quad (6.35)$$

The convex conjugate $\mathcal{R}^*$ defined on $Q^*$ by

$$\mathcal{R}^*(\zeta) = \sup_{v \in Q} \langle \zeta, v \rangle - \mathcal{R}(v)$$

(6.36)
satisfies
\[ \mathcal{R}^* = I_{\partial \mathcal{R}(0)} \]  \[ (6.37) \]
and we have
\[ \mathcal{R}(v) = \sup_{\zeta \in \partial \mathcal{R}(0)} \langle \zeta, v \rangle, \quad \forall v \in Q. \]  \[ (6.38) \]

Proof. Since for \( \zeta \in Q^* \) and \( v \in Q \) we have \( \mathcal{R}(v) - \langle \zeta, v \rangle = \mathcal{R}(v) - \mathcal{R}(0) - \langle \zeta, v - 0 \rangle \), (6.35) follows. Now, setting \( Z = \partial \mathcal{R}(0), \)
\[ \zeta \in Z \iff 0 = \sup_{v \in Q} (\langle \zeta, v \rangle - \mathcal{R}(v)) = \mathcal{R}^*(\zeta) \]
\[ \zeta \notin Z \iff \sup_{v \in Q} (\langle \zeta, v \rangle - \mathcal{R}(v)) > 0 \iff \sup_{v \in Q, \lambda > 0} \lambda (\langle \zeta, v \rangle - \mathcal{R}(v)) = +\infty \]
\[ \implies \mathcal{R}^*(\zeta) = +\infty. \]
This proves (6.37). Since \( \mathcal{R} \) is proper, convex and lower semicontinuous, we have \( \mathcal{R}^{**} = \mathcal{R} \) and therefore
\[ \mathcal{R}(v) = \mathcal{R}^{**}(v) = I_Z^*(v) = \sup_{\zeta \in Q^*} (\langle \zeta, v \rangle - I_Z(\zeta)) = \sup_{\zeta \in Z} \langle \zeta, v \rangle \]
for all \( v \in Q. \) \[ \square \]

Conversely, given a closed convex set \( Z \subset Q^* \), we may construct a dissipation potential \( \mathcal{R} \) on \( Q \) with \( \partial \mathcal{R}(0) = Z. \)

Proposition 6.3 Let \( Z \subset Q^* \) be closed and convex, \( Z \neq \emptyset. \) Then
\[ \mathcal{R}(v) = I_Z^*(v) = \sup_{\zeta \in Z} \langle \zeta, v \rangle \]  \[ (6.39) \]
defines an \( \mathcal{R} : Q \to [0, +\infty] \) which is convex, lower semicontinuous, positively 1-homogeneous and satisfies \( \mathcal{R}(0) = 0 \) as well as \( \partial \mathcal{R}(0) = Z. \)

Proof. All properties of \( \mathcal{R} \) except the last follow immediately from its definition in (6.39). We have \( Z \subset \partial \mathcal{R}(0) \) by (6.35). If on the other hand \( \zeta \notin Z, \) by separation there exists a \( v \in Q \) such that
\[ \langle \zeta, v \rangle > \sup_{\zeta \in Z} \langle \zeta, v \rangle = \mathcal{R}(v). \]
Thus \( \zeta \notin \partial \mathcal{R}(0). \) \[ \square \]

Let \( q \) be an energetic solution according to Theorem 6.1. We set
\[ z(t) = -D_qE(t, q(t)) = \ell(t) - Aq(t), \quad Z = \partial \mathcal{R}(0). \]  \[ (6.40) \]
From (6.34) we see that
\[ z(t) \in Z, \quad \text{for all } t \in [a, b]. \]  \[ (6.41) \]
From (6.33) and (6.39) we get
\[ \langle z(t), \dot{q}(t) \rangle = \mathcal{R}(\dot{q}(t)) = \sup_{\zeta \in Z} \langle \zeta, \dot{q}(t) \rangle, \quad \text{a.e. in } (a, b). \]

\[ ^3 \text{The indicator function } I_Z \text{ of a set } Z \text{ is defined to be } I_Z(\zeta) = 0 \text{ for } \zeta \in Z, \text{ and } I_Z(\zeta) = +\infty \text{ otherwise.} \]
Inserting $\dot{q} = A^{-1}(\dot{\ell} - \dot{z})$ yields for a.a. $t \in (a, b)$

$$\left\langle z(t) - \zeta, A^{-1}(\dot{\ell}(t) - \dot{z}(t)) \right\rangle_{Q^* Q} \geq 0, \quad \text{for all } \zeta \in Z. \quad (6.42)$$

We define a scalar product in $Q^*$ by

$$\langle \zeta, \eta \rangle_{A^{-1}} = \langle \eta, A^{-1} \zeta \rangle_{Q^* Q}, \quad \zeta, \eta \in Q^*. \quad (6.43)$$

Therefore $z \in W^{1,1}(a, b; Q^*)$ satisfies

$$\left\langle \dot{z}(t) - \dot{\ell}(t), \zeta - z(t) \right\rangle_{A^{-1}} \geq 0, \quad \forall \zeta \in Z, \quad \text{for a.a. } t \in (a, b) \quad (6.44)$$

Thus, if $q \in W^{1,1}(a, b; Q)$ is an energetic solution, the function $z = \ell - Aq$ satisfies

$$z = S_Z[\ell; z_a] \quad (6.45)$$

in the underlying Hilbert space $(Q^*, \langle \cdot, \cdot \rangle_{A^{-1}})$. As the stop and the play operator always come in pairs, the function $w = \ell - z = Aq$ satisfies, in the same Hilbert space,

$$w = P_Z[\ell; z_a]. \quad (6.46)$$

Consequently,

$$q = A^{-1}P_Z[\ell; z_a]. \quad (6.47)$$

One can also obtain a stop and play pair on the original space $Q$. Indeed, we have, since $A$ is symmetric,

$$\left\langle z(t) - \zeta, A^{-1}(\dot{\ell}(t) - \dot{z}(t)) \right\rangle_{Q^* Q} = \left\langle A(A^{-1}z(t) - A^{-1}\zeta), A^{-1}(\dot{\ell}(t) - \dot{z}(t)) \right\rangle_{Q^* Q}$$

$$= \left\langle AA^{-1}(\dot{\ell}(t) - \dot{z}(t)), A^{-1}z(t) - A^{-1}\zeta \right\rangle_{Q^* Q} = \left\langle A^{-1}z(t) - A^{-1}\dot{\ell}(t), A^{-1}\zeta - A^{-1}z(t) \right\rangle_{A}. \quad (6.44)$$

In view of (6.44), we see that, on $(Q, \langle \cdot, \cdot \rangle_A),$

$$A^{-1}z = S_{A^{-1}Z}[A^{-1}\ell; A^{-1}z_a]. \quad (6.48)$$

Since $q + A^{-1}z = A^{-1}\ell$, the corresponding play operator becomes

$$q = P_{A^{-1}Z}[A^{-1}\ell; A^{-1}z_a]. \quad (6.49)$$

**From the vector stop to the energetic solution.** Let $H$ be a real Hilbert space, let $Z \subset H$ be closed and convex. In order to arrive at the setting above where the $S_Z$ takes values in the dual $Q^*$ of a space $Q$ where the energy and dissipation potentials are defined, we employ the canonical isomorphism $j : H \rightarrow H^{**}$ between $H$ and its bidual, defined by

$$\langle j(h), h^* \rangle_{H^{**} H} = \langle h^*, h \rangle_{H^* H}, \quad h \in H, \ h^* \in H^*. \quad (6.44)$$

This generates the canonical scalar product on the bidual,

$$\langle j(h), j(g) \rangle_{H^{**}} = \langle h, g \rangle_H, \quad h, g \in H. \quad (6.44)$$
With the aid of the Riesz isomorphism \( r_H : H \to H^* \),
\[
\langle r_H(h), g \rangle_{H^*H} = \langle h, g \rangle_H, \quad h, g \in H,
\]
we define a scalar product in \( H^* \) by
\[
\langle r_H(h), r_H(g) \rangle_{H^*} = \langle h, g \rangle_H, \quad h, g \in H.
\]
This scalar product gives rise to another Riesz isomorphism \( r_{H^*} : H^* \to H^{**} \) defined analogously. One checks from the definitions that
\[
j = r_{H^*} \circ r_H
\]
and that
\[
\langle \tilde{h}, \tilde{g} \rangle_H^{**} = \langle \tilde{h}, r_{H^*}^{-1}(\tilde{g}) \rangle_H^{*H^*}, \quad \tilde{h}, \tilde{g} \in H^{**}.
\]
Given a stop operator \( S_Z \) on a Hilbert space \( H \), we now construct corresponding energy and dissipation potentials. Using the canonical embedding \( j : H \to H^{**} \), we write down the equivalent variational inequality in the bidual,
\[
\langle \dot{z}(t) - \dot{\ell}(t), \zeta - z(t) \rangle_{H^{**}} \geq 0, \quad \forall \zeta \in Z, \text{ for a.a. } t \in (a, b)
\]
\[
z(t) \in Z, \quad \forall t \in [a, b], \quad z(a) = z_a.
\]
Here, we write \( Z \) instead of \( j(Z) \) and so on. We now set \( Q = H^* \), endowed with the scalar product \( (6.50) \). We set \( A = r_{H^*} : Q \to Q^* = H^{**} \) and \( \mathcal{E}(t, p) = 1/2 \langle Ap, p \rangle - \langle \ell(t), p \rangle \). We define \( \mathcal{R} : Q \to [0, +\infty] \) as above by
\[
\mathcal{R}(v) = \sup_{\zeta \in Z} \langle \zeta, v \rangle_{Q^*Q}.
\]
The variational inequality \( (6.52) \) then becomes, by virtue of \( (6.51) \),
\[
\langle \dot{z}(t) - \dot{\ell}(t), \zeta - z(t) \rangle_{A^{-1}} \geq 0, \quad \forall \zeta \in Z, \text{ for a.a. } t \in (a, b)
\]
\[
z(t) \in Z, \quad \forall t \in [a, b], \quad z(a) = z_a.
\]
Thus, the energetic solution \( q \in W^{1,1}(a, b; Q) \) corresponds to \( z = S_Z[\ell; z_a] \) via \( z = \ell - Aq \), compare \( (6.44) \).

**Existence proof for the vector stop operator.** The existence of a solution of the variational inequality defining the vector stop now follows from the existence of an energetic solution obtained in Theorem \( 6.1 \).

**Uniqueness and stability of the energetic solution.** Since any energetic solution \( q \) generates a solution \( z = \ell - Aq \) of the variational inequality, uniqueness and stability results for the latter can be transferred immediately to the energetic solution. Let \( \ell_1, \ell_2 \in W^{1,1}(a, b; Q^*) \) and \( z_{a,1}, z_{a,2} \) be given. Let \( z_1, z_2 \) be the corresponding solutions of the variational inequality \( (6.44) \) and \( q_i = A^{-(1)}(\ell_i - z_i), i = 1, 2 \). Let us denote \( \Delta \ell = \ell_2 - \ell_1, \Delta z = z_2 - z_1, \Delta q = q_2 - q_1 \). From Proposition \( 5.6 \) we obtain
\[
|\Delta z(t)|_{A^{-1}} \leq |\Delta z_a|_{A^{-1}} + \int_0^t |\Delta \ell(s)|_{A^{-1}} ds, \quad t \in [a, b].
\]
We have $A \Delta q = \Delta \ell - \Delta z$ and

$$|\Delta q(t)|_{A}^{2} = \langle A\Delta q(t), \Delta q(t) \rangle = \langle \Delta \ell(t) - \Delta z(t), A^{-1}(\Delta \ell(t) - \Delta z(t)) \rangle = |\Delta \ell(t) - \Delta z(t)|_{A^{-1}}^{2}. \tag{6.54}$$

We then get, using (6.54) and the estimate $|\Delta \ell - \Delta z| \leq |\Delta \ell| + |\Delta z|,

$$|q_{2}(t) - q_{1}(t)|_{A} \leq |\ell_{2}(a) - \ell_{1}(a)|_{A^{-1}} + |z_{a,2} - z_{a,1}|_{A^{-1}} + 2 \int_{a}^{b} |\ell_{2}(s) - \ell_{1}(s)|_{A^{-1}} ds. \tag{6.55}$$

One may compare this with the estimate in Proposition 3.5.5 of [17].

**Appendix to Section 6.** Let $\mathcal{R} : Q \to [0, +\infty]$ be lower semicontinuous, convex, positively $1$-homogeneous with $\mathcal{R}(0) = 0.$

Let $v \in L^{1}(a, b; Q)$ be arbitrary, let $Z = \partial \mathcal{R}(0).$ Then

$$\mathcal{R}\left( \int_{a}^{b} v(t) \, dt \right) = \sup_{\zeta \in Z} \left( \zeta, \int_{a}^{b} v(t) \, dt \right) = \sup_{\zeta \in Z} \int_{a}^{b} \langle \zeta, v(t) \rangle \, dt$$

$$\leq \int_{a}^{b} \sup_{\zeta \in Z} \langle \zeta, v(t) \rangle \, dt = \int_{a}^{b} \mathcal{R}(v(t)) \, dt. \tag{6.56}$$

Let $q \in W^{1,1}(a, b; Q).$ let $\Delta = \{ t_{j} \}$ be a partition of $[a, b]$, $I_{j} = [t_{j-1}, t_{j}].$ Then

$$\sum_{j} \mathcal{R}(q(t_{j}) - q(t_{j-1})) = \sum_{j} \mathcal{R}\left( \int_{I_{j}} \dot{q}(t) \, dt \right) \leq \sum_{j} \int_{I_{j}} \mathcal{R}(\dot{q}(t)) \, dt = \int_{a}^{b} \mathcal{R}(\dot{q}(t)) \, dt. \tag{6.57}$$

As a consequence,

$$\sup_{\Delta} \sum_{j} \mathcal{R}(q(t_{j}) - q(t_{j-1})) \leq \int_{a}^{b} \mathcal{R}(\dot{q}(t)) \, dt. \tag{6.58}$$

Let $\Delta = \{ t_{j} \}$ be a partition of $[a, b]$, let $q_{\Delta}$ be the piecewise affine interpolant of $q$ w.r.t. $\Delta$, so $q(t_{j}) = q_{\Delta}(t_{j})$ for all $j$. Then

$$\sum_{j} \mathcal{R}(q(t_{j}) - q(t_{j-1})) = \sum_{j} \mathcal{R}(q_{\Delta}(t_{j}) - q_{\Delta}(t_{j-1})) = \sum_{j} (t_{j} - t_{j-1}) \mathcal{R}((\dot{q}_{\Delta})_{j}) = \sum_{j} \int_{I_{j}} \mathcal{R}((\dot{q}_{\Delta})_{j}) \, dt$$

$$= \int_{a}^{b} \mathcal{R}(\dot{q}_{\Delta}) \, dt. \tag{6.59}$$

We now need that for some sequence $\{ \Delta^{N} \}$ of partitions and $q^{N} := q_{\Delta^{N}}$ we have $\dot{q}^{N}(t) \rightharpoonup \dot{q}(t)$ a.e. in $(a, b)$. (In fact, we even have $q^{N}(t) \to \dot{q}(t)$ a.e., as a consequence of the fact that almost all points in $(a, b)$ are Lebesgue points of $\dot{q}$.) Then

$$\int_{a}^{b} \mathcal{R}(\dot{q}(t)) \, dt \leq \int_{a}^{b} \liminf_{N \to \infty} \mathcal{R}(\dot{q}^{N}(t)) \, dt \leq \liminf_{N \to \infty} \int_{a}^{b} \mathcal{R}(\dot{q}^{N}(t)) \, dt$$

$$= \liminf_{N \to \infty} \sum_{j} \mathcal{R}(q(t_{j}^{N}) - q(t_{j-1}^{N})) \leq \sup_{\Delta} \sum_{j} \mathcal{R}(q(t_{j}) - q(t_{j-1})). \tag{6.60}$$
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